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Abstract other[Parsonset al, 1994, which is not the case in most

Persuasive negotiation occurs when autonomous competitive negotiation settindSabater and Sierra, 2002;
agents exchange proposals that are backed up by Jenning<set al, 2002_. Moreover, these descriptions tend to
rhetorical arguments (such as threats, rewards, or focus on the formalization of t_he dlalpgub@.mgoudet al,
appeals). The role of such rhetorical arguments is 20004, and the protocols of Interaqtlo[mAcBurney et al,

to persuade the negotiation opponent to accept pro- 2004. They do not deal with rhetoncal arguments such_ as
posals more readily. To this end, this paper presents threats or appeals (e.g. to self-interest or common practice),
a rhetorical model of persuasion that defines the ~ NOr with models for deciding which argument to send given
main types of rhetorical particles that are used and ~ SOMe knowledge about the recipient’s beliefs, nor with how
that provides a decision making model to enable an agent should evaluate the economic utility obtainable by

an agent to determine what type of rhetorical argu- accepting a particular offer implied by an argument. A no-

ment to send in a given context and how to evaluate  table exception to this is the work by Kraus et. [Kraus
rhetorical arguments that are received. The model €t al, 1994 who do address such issues in a computational

is empirically evaluated and we show that it is ef- model. However, we believe their model offers an overly re-

fective and efficient in reaching agreements. stricted view of persuasion that is not readily generalizable or
efficient (see sections 6 and 7 for more details).
1 Introduction Against this background, this paper develops and em-

Automated negotiation is a fundamental interaction mechaPirically evaluates a general model of persuasive negotia-
nism for managing inter-agent dependencies in multi-ageriion- In particular, we advance the state of the art in the
systems. It normally takes place via an exchange of proposaf8!lowing ways. Firstly, we provide a general characteri-
and counter proposals between a proponent and an opponéi@tion (in terms of pre- and post- conditions) of the three
until either a mutually acceptable agreement is reached or orf@&in types of rhetorical argumenksry and Fisher, 1999;
of the parties withdraws. In this paper we develop a model oKarlins and Abelson, 1970(.e. threats, rewards, and ap-
persuasive negotiation whereby proposale supported by Peals). Secondly, we provide a way of modelling the strength
rhetorical argumentgsuch as threats, rewards or appeals).Of a rhetorical argument in a given environment. Thirdly, we
By ‘rhetorical’ we mean that the proponent believes that thedevelop a decision making mechanism that enables an agent
enactment (in the case of rewards and threats) or validity (itC Select the most appropriate argument to send. Finally, we
the case of appeals) of the content of these arguments will, ifétail a mechanism an agent can use to evaluate the rhetorical
some way, influence the opponent’s evaluation of the issued'guments (i.e. the actions they imply) it receives. _
at stake so that the deal being proposed is more likely to be The remainder of this paper is structured in the following
accepted (whether this is actually the case depends on mafyanner. Section 2 defines what it means for an argument to be
factors that we explore in this paper). athreat, reward, or appeal. Section 3 describes how we model
To date, several formalisations and some computationdhe strength of an argument and section 4 deals with the deci-
models of persuasion have been proposed (see section 7 fPh making about which arguments to send. The evaluation
more details). However, most of them deal with logic-basedunctions for the different types of arguments are given in
argumentation (e.g. abductiiadriet al, 2004 and de-  Section 5. The model is empirically evaluated in section 6. A
ductive [Amgoud et al, 2000a; Parsonst al, 199d). In  comparison to related work is given in section 7 and section
these works, arguments are considered to be logical sentenc@§oncludes.
and the dialogue is concerned with proving the truth of thep  Defining Arguments
sentences.  If the argument is not believed, it can simplyrpe complete formal description of the following language is
be rejected (or accepted until proof of the contrary is supiven in [Ramchurn and Jennings, 2Q0Here, for reasons
plied). Also, they assume that agents completely trust eac f space, we only present the key concepts. The world con-

LProposals, here, are not to be understood as logic propositiorf@ins agentsy, 5, ... € A, (in this paper we only consider a

but as offers regarding a deal constituting of particular issues an@air of them). Agents perform actions: {jocutionary acts
values[Faratinet al, 2004. (i1,142,... € I) are utterances or speech a$earle, 196p



(i) environment actionare those performed on the environ- statementdPrakken and Vreeswijk, 2002 However, the

ment of the agentse(, es, ... € EA)?. The complete set of primary precondition for any sort of € I, to be sent

actions available ist = FA U I. All actionsa € A have is that the proponent believes that the achievement of the

pre-conditions that must be true before they can be executgatoposal in. is preferred to its current state. Thus for all

(pre(a)) and post-conditions that follow from their execution p € P, {EV*(s,p) > V*(s)} C pre(propose(a, 3,p)).

(post(a)). The post condition is that the recipiefitbelieve$ o prefers
Each agentv € A, is characterised by its mental std8&¢  the proposal to be executed rather than staying in its cur-

(noted ashy, by, ... € B) (Here we just focus on the beliefs rent states (i.e. {B?(BY(EV%(s,p) > V(s)))} C

an agent has). The set of possible mental states of all agentsyisst (propose(a, 3, p))).

Bt B* x B x--x B®14s1. LetW bethe setoffullyob- 5 1 Threats

servable environmental states (noted.as’,w”,... € W). B )

Now the set of world states§ : B4s x W, is composed T ¢ = threaten(a, §,p,th), then:

of pairs of tuples of agents’ mental states and an environ- B*(VA(s) > EVP(s,p)),
mental state (noted as= (b,w) = ((b*,...,b%%1), w)). pre(t) = B(VP(s) > EVP(s, th)),
Each agentq,, € A,, has an evaluation function that indi- B(VF(d(s,p)) > VI(3(s, th))

cates the desirability of a particular state : S — [0, 1].

Actions cause transitioA®etween world states; expressed aswherea, 5 € A,, th € A, s € S,andp € P.

§(s,a) = s' (a € A). The expected value of an action(s)toan Thus, for an agent to threaten another agefit o must

agent in a given state is expressedds® : S x A — [0, 1]. believe thafs prefers staying in the current state than enacting
When agents negotiate they exchange proposals. So, I#te proposal and thatcan be threatened (meaningelieves

P be a set of proposals to perform some actions, noted ag will prefer to stay in the current state to having the threat

p1,p2, ... € P, made by the agents. Proposals may consist oeffected). Alson must believe that the state brought about by

a number of environment actichsEach proposal; € P,is  the threat is less preferred lsythan the state brought about

a set of atomic actions to be performed by the proponent anbly the proposal (in the third condition) otherwise, we would

the opponent, defined as= (a®,a’), wherep € P, a® C  not need threats. The following post-condition applies and it

A,aP C A, anda, 8 € A,. The proposals are negotiated S&yS that3 knows something about what believes off3's

upon via illocutionary acts. As ifSierraet al, 1999, we dis-  €valuation function:

tinguish between standard negotiation iIIocqtiom,M) for post(1) = { BP(B*(VP(s) > VF(6(s,th)))) }

a proposalp € P, such asiccept(a, 8,p), reject(a, 3,p)

and propose(a, 3,p) and those that are specific to per- 2.2 Rewards

suasive negotiation/f.,s) such as:threaten(c, 5,p,th), If © = reward(a, 38, p,rw), then agenty must believe that

reward(c, 8, p, rw), andappeal (e, 8, p, m), wherea € A, enacting the proposal is less preferredto staying in the

is the sender ang € A, is the hearerth,rw € A and current state and thatcan be rewarded with a more preferred

m € I. A typical example ofth is the removal of a privi-  alternative {w) to the proposal. Moreover should believe

lege, ofrw is a promise to give money, and is assert(b)  that the state brought about by is more preferred (by3)

(whereb € B*)°. than the state brought about after the proposal is executed.
Agents have various social relationships with one another. o 8 3 3

The key one in this work is that of trust (here viewed as thepre(1) = { B (EX (g(g’p)’rw) - [‘3/5(? > EVZ(s,p)), }

expectation that an exchange partner will behave benignly, BH(VPZ(o(s,p)) < V7(3(d(s, p), rw)))

based on the attribution of positive dispositions and intentiongyhereq, 3 € Ay, rw € A,p € P,ands € S.

to the partner in a situation of uncertainty and riskarsh, The post-condition of the reward is thatwill come to

1994). The trust one agent has in the other has a value benow something about the mental modehas on it (i.e. it

tween 0 (no trust) and 1 (absolute trust) and in this work weyjill know that o believesrw is more preferred by to p and

limit it to be a function of two agents &: A, x A, — [0,1].  thatp is less preferred to the current stat ¢f the world by
With this framework in place we can now define the per-g3).

suasive illocutions more precisely. These are defined in a

rhetorical sense as they imply that the sender anticipates what, ;) — BP(B(VP(8(s,p)) < VP(6(6(s,p), rw)))),

the hearer believefTindale, 1999; Ury and Fisher, 1909 BF(B*(VP(s) > VP(3(s,p))))

rather than looking at the logical defeasibility or truth of the 2.3 Appeals

—_— _ _ We take appeals to be about either past promises, common
For example, ‘update your beliefs with the fact that | am your practice, or self-interest (as pitarlins and Abelson, 1970;
boss'e I, whereas ‘move block one steg’ EA. _ Ury and Fisher, 1999. Without being too specific about the
o aﬁggi;hgaﬂgrgge“eobgﬁ”s dorr]nairrheig?(r)mi?:l ts(,)e[jnoar;gc(s ag]‘“a‘;]roerrpos‘individual type of appeals, we can generally say that the item
Tt g cy 9 '’ being appealed to is a belief about the state of the world.
1984). This is left as future work. ; :
“We specialise this for our problem but expect that proposaIsThUS'. one agent appeals_ to ?‘”Othef ageﬂts beliefs about a past
could be illocutionary acts as well. promise, common practice in the domain, or the latter's pos-
Sassert is a function that attempts to update the beliefs of a re-Sible preferences and goals (as far as these can be deduced).
cipient agent with a specified belief. Note that if the appeal is not——MM —
supplemented with the beliéf then the appeal becomegpm@posal 5\We abuse notation and use the set's nd®fieas a predicate to
itself, consisting of an unsupported proposal alone. denote the elements it should contain.



Appeals therefore contain the proposal and an illocution. important in the long run (see sections 5 and 6). This
This is different from rewards or threats which can be both is particularly important if future encounters have high
illocutionary and environmental actions. Threats and rewards  payoffs[Axelrod, 1984.

which are illocutionary actions are simply proposed illocu- 3. jtsimpact on the opponent’s evaluation function (its per-

tions that have the desired impact (e.g. a threatis *l will tell - ceived payoffs). That s, how muchitis likely to alter the
B thatyou are inefficient”, and a reward is *| will tell B to em- opponent’s evaluation function (e.g. making a threat that
ploy you”, while an appeal is “Remember 'm your boss”). In leads the opponent to a very undesirable state means that

all these cases, the illocution is intended to influence the re- even reasonab|y disadvantageous prop05a|5 may have to
cipient's current beliefs (hence its evaluation of the issues at  pe accepted).

stake) and ultimately change the state of the world depending s meta-data about specific rhetorical arguments is taken

onhyvhe_ther the argument isrionvir?cing enough. b into account in the proponent’s evaluation function and can
i L h ap]ﬁeal(a,ﬁ,p., m) tl ent efpro%ogmg agent ﬁ' be modified over time to reflect the agent's experience in a
leves that the proposap)is less preferred by agefitto the g6 environment. However, the identification of the spe-

current world states) and that the appeal is more preferred cific atributes that determine the strength of an argument in
to that world state. Alsoq believes thafi would prefer to  given application will be up to the agent designer (the three
take up the appeal rather than only accepting the proposal: 4paye are only possibilities) since there is no universal solu-

B(EVB(s,m) > VB(s) > EVP(s,p)), tion. Thus for maximum generality, we allow the argument

pre(t) = { a(1/B B } to have a dynamically varying strength during the lifetime of

B(VP(4(s,p)) <VP(6(d(s,m),p))) an a - o :
gent depending on what happens in its environment and
wherea, 3 € A, me I,p e P,ands € S. during the negotiations it undertakes.

The post condition simply states thatwill believe thatx To devise a value for the rhetorical strength of an argu-
believess prefers both the appeal and its current state to thenent, we need to consider the value of the state it brings
proposal. Note that we do not force the recipient to actuallythe agent to. Since the meta-data attributes of the argument,
believe that the proposal is more preferred to the current states described above, are dynamic, the evaluation of the pos-
since the agent could stay in its current environmental statgible states that are led to by the argument will also vary

and update its mental state without doing the proposal. accordingly. The specific way this is calculated is not cen-
o tral to our mechanism but in what follows we use the aver-

post(1) = { BB(Bﬁ'(V:f((SgS,p)) < gﬁ(é(s,m)))), } age over all possible states that it can result in (because this
BP(B*(VF(s) > V7(0(s,p)))) gives the overall impression of what the argument is worth

3 The Rhetorical Strength of an Argument given all possible states it can be executed in). Formally,
we define the strength of a given argumentor an agent

Before an agent can decide what argument to send in a give o . — .

context (see section 4), it needs to have a way of differenfg’ e e

tiating between the various rhetorical arguments at its dis- Y oses(VE(0(s,a)) = V(s))
posal. The main way of doing this in our model is through S|

the rhetorical strength of an argument; a strong argument is i i )

one that quickly persuades an opponent to do the proposakhereV® : .S — [0,1] is a's evaluation function for a state
while a weak argument is one that is likely to be less persuas € S of the world. The difference betwedn(i(s, a)) and
sive/. Naturally, these are viewed from the perspective of the¥ (s) gives the actual value of enacting an argumengtven
proponent since the actual impact on the opponent will not b& current state.

known. , , 4 Selecting Arguments

It is easy to assume that the various rhetorical argumente ey factors that determine what arguments to send are the
types can be ordered in a rigid domain-independent hierafzegirability of the proposal to the proponent and the degree of
chy of strength (as diKrauset al, 1999) (e.g. threats are 5t (which describes how reliable or truthful the agerit is)
more powerful than rewards). However, practical experiencen; exists between the two agents. These factors are then
with humans indicates that this is not alwaysiKarlins and  ompined using a series of heuristics based on the believed
Abelson, 1970 There are many factors that can help deter-p,qtivations of the recipient (derived mainly frofBrembeck
mine an argqmt_ants rhetonc.al strength ($Beembeck and and Howell, 197§ to determine what persuasive strength of
Howell, 1976; Tindale, 1999; Toulmin, 19bfr a complete  4rgument should be chosen in the prevailing context. Since
study), however, three of the most obvious ones are: these heuristics involve significant degrees of uncertainty it

1. its success rate: the number of times it has caused a prgras decided to exploit fuzzy reasoning techniue$hus

posal to be accepted (i.e. its rhetorical adherence effect

2. its effect on the trust the opponent has in the proponent 8We do not define a specific model of trust in this paper. How-

: : . ver, models such dgRamchurnet al, 2003; Sabater and Sierra,
(it may increase, decrease or remain the same). '”Creagt)oz can be plugged into our framework. Our only restriction is

ing trust increases the opponent’s tendency to accephat the value of trust must be mapped into the range [0,1].
subsequent proposals from the proponent and so may be °The use of fuzzy techniques is not essential to our conceptual
- model of persuasive negotiation and any of the other techniques that
"This takes a utility-maximising approach to defining strengthexist for handling uncertainty could certainly be used instead. We
which departs from the definitions taken in logic based argumentaehose fuzzy because it has a well proven record for providing com-
tionizn terms of defeasibilityBrewka, 2001; Prakken and Vreeswijk, putationally viable and robust solutions in a wide variety of domains
2004. Jang, 199)

SV(a) = 1)



rules of the following form are encoded into our agents: method to calculate the overall crisp control actignfrom
RULE 1: if trust is low andutility of the proposal isigh the values of the inputs and outputs in the following equation:

(I'need to do X and | don't trust you therefore I'll impose 0121 + 029
strong punishments for not doing X) 0= e, (2

then send atrong argument
The valuez is the strength of the argumenthat should ide-
RULE 2: if trust is high andutility of the proposal isow ally be chosertV*(a) = z. However, if no argument has
(1 don't really need to do X and I trust you therefore I'll this exact value then the one that is closest is chosen. From
invite you to help me do X)  this, the argument sent,,,, is then determined as:

then send aveak argument

The rationale behind the rules is closely related to our con-
cept of argument strength. The stronger an argument is, thehis mechanism helps us balance the notions of trust and util-
more itis likely to lessen the opponent’s trust in the proponentty by calculating a representative average of the two in order
and the more it could coerce the opponent to change its preto elicit the argument value. This is important because trust
erences (e.g. by making a significant threat). However, thigind utility are not directly related variables that can easily
lowering of trust results in less cooperative behaviour whichpe aggregated to make a decision. Also, the extent that they
in turn, makes it harder for the proponent to persuade the ogach impact on the chosen argument cannot be precisely cal-
ponent to accept its future proposals. Thus strong argumentilated. However, the fuzzy reasoning approach enables us
should only be sent, for example, when the negotiation needg measure and manipulate the impact of both variables on
to take place in the shortest time possible, when the proposghe agent's decision-making. Also, the result obtained for the
has high utility for the proponent or when it is known that the argument value is not overly sensitive to noise. By this we
other partner cannot be trusted to reach effective agreemenisean that small changes in the trust or utility value do not
efficiently. Otherwise weaker arguments should be used.  change the argument chosen by much. This is because of the

For each of the fuzzy terms in the argument selection rulesaveraging of results obtained over different fuzzy sets and the
a series of membership functions need to be defthethus  inherent properties of the membership functions.
let the fuzzy set ‘trust low’ be represented by the membership Once aopt has been sent, the recipient may decide to
functionTj,,, : [0,1] — [0,1] (the exact details of the mem- counter-propose and the proponent may decide to keep on ar-
bership functions are domain specific but possible exampleguing. This requires the mechanism to continue the dialogue
areTio, (t) = sin(F) or Tiow (t) = 1 — ¢ [Jang, 199)). We  with new arguments (sending the same argument repeatedly
define the set of labels to represent trustfasvhere7 = s unlikely to be effective). This means there needs to be a
{Tiow, Thign } (for the sets ‘trust high and low’) and those to way for an agent to change its decision about which argu-
represent utility a& whereld = {Uiow, Unign}, WhereUnig,  ment to send on reception of repeated counter proposals. The
andUj, : [0,1] — [0, 1](for the sets ‘utility high® and ‘util-  progression could be to move to ever stronger arguments as
ity low’). Similarly, assume that the remaining membershipsuggested bfKrauset al., 1999. However, we believe this is
functions areArgyear aNd Argsirong @ [—1,1] — [0,1] for  Jikely to be inefficient (see section 6). Rather, we believe that
the sets (argument ‘weak’ and ‘strong’). The rules can bahe needed argument strength should be re-calculated since
represented as followsk,, = 7 x U — [-1,1]. wheren  the trust may have been modified by the received counter
corresponds to the?” rule of the inference mechanism. The proposal or there may have been changes in the environment
reasoning shown above can be summarized in the followingi.e. a revision of beliefs). In any case, a new argument is

Aopt = Arg r%iE{SVa(a) -z} ©))

fuzzy rules: chosen according to the re-calculated value. If no, as yet un-
Ry if 28N Typy andy is in Upign thenz is in Argatrong sent, argument has a value cl¥s® the needed_value, then
Ry: if 2 i N Thign andy is in Uy, thenz is in Arguwear no argument is sent and the proponent may either choose to

accept the counter proposal, withdraw, or make a more attrac-

. o o tive proposal if it is still worth negotiating. To make the latter
T(a, ),y is the utility of the proposaly = EV*(s,p), and e .
z is the rhetorical strength of the argumento be sent; = deC|S|on,hthE ag(;m needs t%l evallléate the counfter p(;opo_sall .
SVe(a). to see whether the proposed world state Is preferred to its ini-

The rules choose the membership valéeandé, for the tial proposal (i.e.EV*(s, i) < EV“(s,p)). Ifitis, then the
argument in each of the fuzzy sets ‘argument strong’ an&lgent chooses another argument, if available, (to back up its

‘ : initial proposalp) to be sent as per the reasoning mechanism
argument weak’ (i.e. 1 = Tiow(@0) A Unign(yo), and . p) =L , _
02 = Thign(zo0) N Uow(yo) Wherez, andy, are the ac- described earlier in this section, otherwise the agent accepts

tual values of trust and utility in the prevailing situation). the received counter proposal.
The fuzzy argument values derived from these sefaid 5 Evaluating Proposals
z) can be calculated given théi = Arggrong(z1) and
02 = Argsirong(22). From Tsukamoto’s inference mec
anism[Jang, 199], we use the discrete Centre-of-Gravity

where x is the trust on the agent we are dealing with+

h. We now focus on the evaluation processes involved in the dia-
logue. In particular, we propose specific evaluation functions

%The degree of membership in a fuzzy set varies between 0 (not 'The range within which the argument strength should lie for a
a member of) and 1 (fully a member of). In between, the values oparticular argument to be chosen is left to the agent designer. We
the membership can be defined as a percentage (e.g. 60% memiimlieve the range should be determined by the number of arguments
of the set ‘trust high’). available and the need to negotiate further.



that agents can use whenever a proposal, whether or not sugentent of the illocution (i.e. two levels of trust exist com-
ported by an argument, is received. These functions incorpared to the one level for théh € P case). Therefore the
porate the notion of trust as the confidence in the opponentalue obtained as a result of the initial evaluation that takes
to fully carry out a proposed action (be it a proposal or aninto account the trust in effecting the illocutioB} (s, th),
argument) as per section 2. In this way, the evaluation funcis also multiplied by the trust in agentin doing the content
tions incorporate some rhetorical properties (based on trustf the illocution inth.

as well as some utility maximising properties (based on the Having evaluated the threat, the agent must decide what
utility of the proposals and arguments). Thus, trust guides théo do: it will accept the proposal if the evaluation function
agent in believing the sender and affects (but does not definegsults in the proposal having a higher value and it will reject
the probability of the proposal getting accepted. Trust couldthe proposal otherwise.

for example, be used to guess whether its opponentis actually 3 Rewards

going to give the reward it has promised. Rewards and threats can be considered to have symmetric

5.1 Basic Proposals semantics. Rewards are actions wanted and obtained after
First we consider proposals fromto 3 that have no accom-  a proposal is enacted, while threats are not wanted and ob-
panying argument: tained when a proposal is rejected. This is reflected in our
8 ) evaluation functions in that threats are evaluated relative to
EVB(S,p) = 53(5(8’[)1)) ;(ﬁ’ o)+ (4)  the rejection state while rewards are evaluated relative to the
(s)- (1 =T(5, @) acceptance (and execution) state. Thus,ilet I,..s be
wherep € P, s € S, andw, § € A,. reward(a, 8, p,rw), then:
This says that agert will evaluate the received proposal
by calculating the expected utility of moving into the pro- maz(EV?(3(s, p),rw) - T(B,a)+
posed state weighted by the trust in the senderdded to the VA(s)- (1 =T(8,a)),V’(s)),
expected utility of remaining in the present state weighted b)EVB(s i) = rwe P
the amount of distrust in the other party. The rationale behind ’ maz(EVP(8(s, p),rw) - T(3, a)-
this function is that we evaluate proposed actions (mentioned T(B,a)+VP(s) - (1 -T(B,a)),VA(s)),
in the proposal) by evaluating the state it brings about. How- rw e I
ever, there exists some uncertainty in the transition from the (6)

initial state to the proposed state and this is captured by thevhererw € P is the reward as a set of environment actions,
trust value which is equivalent to the probability of moving rw € I is an illocutionary reward, ansl € S is the current
into the proposed state. The function computes the expectestate.
added value of the proposal relative to the current state. Thus, We apply the simplifying assumption that the rejection of
high values of trust will increase the weight of the value of thethe reward does not change the preferences of the agent. This
state to which the proposal aims, and decrease the weight ehables us to calculate the value of the reward relative to the
the value of the current state, hence giving more appeal to thgtate in which the illocution is initially received. Thus, the
proposal. value of the reward is compared to the state where the rejec-
5.2 Threats tion is senrt]. The e:j/aluation c?nsiders two cases. Fi(rstly, if
- . rw € P, the reward is a set of environment actions (a pro-
Leti € Lpers bethreaten(a, 3, p, th), then: posal), it is evaluated as such (as per equation 4). In e?fect,

max(EVB(s,p), EVS(s,th)),th € P this says that the reward will only be obtained if both agents
EVﬁ(s,i) =1 max(EVF(s,p), EVF(s,th) - T(3,a)), do thglr part (_)f the propqsal. Secondlyyib € I, 'ghenﬂ’s
thel trust in o additionally weighs the value of receiving the re-

ward and the value of rejecting the reward (i.e. staying in the

(5 A . /
whereth € P is a threat composed of a set of environmentiNitial state) by the trust in agent. This adds the effect of
actions,th € I is an illocutionary threat, and € S is the the probability that agent is making a truthful illocution (as
current state. described in section 5.2).

We assume that the rejection of the proposal directly en- If the evaluation of the reward illocution selects the
tails the threat being executed (i.¢h subsumes the prior Weighted proposal (including the reward), then the pro-

reject illocution). In this case, the agent compares the valud?0Sal is accepted and executed (else a rejection is sent).
of the threat being incurred against the value of the proposdb.4 Appeals

being enacted. The evaluation function then chooses the.maA'ppeajs a|WayS contain an illocution (See section 2) The il-
imum of the two. There are two types of threats to C0n5|der|ocution may or may not be accepted depending on whether

One is where the threat is a set of environment actions (i.ehe agent attributes a high utility to that action. Let=
equivalent to a proposal) and the other is where it is an illoppeai(«, 3, p, m), then:

cutionary act. In the former cas&V?(s,th) is evaluated

as in equation 4 (because the threat explicitly describes the EVP(s,i) =

actions to be executed as in a proposal). In the latter case, maz(EV?(s,m), EVA(s,p), EVP(5(s,m),p), VP(s))

th implicitly describes actions that will be performed (e.g. (7

th = propose(a,~,p’) is a threat to propose another set of wherem € I is the appeal, and € S is the current state.
actions to a competitor agen). In this case, the proponent  The same simplifying assumptions as for threats and re-
must be trusted to effect the illocution and then to effect thewards apply for appeals. This means the evaluation of an



appeal selects the action(s) that will bring the agent to the Component Range
best state (i.e. accepting the appeal and accepting the pro- 5] 1000
posal, rejecting the appeal and accepting the proposal, ac- [A,] 2 (« andp)
cepting the appeal and rejecting the proposal, and rejecting |A] 10007
both the proposal and the appeal so as to stay in the current Ve(s) 0 to 1000
state). We do not specify the evaluation function for an illo- EVe(s,a) 0to 1000
cution EV? (s, m) in detail because this is likely to be highly T(a, B) Oto1
domain dependent. However, in caseis another persua- No. of Arguments available per staie 010 10
sive illocution, the evaluation functions for threats, rewards Effect of threat on trust -0.0005
and appeals can be used. For other illocutions, attempting be- Effect of reward on trust +0.0003
lief updates or removals, the evaluation function will reduce Effect of appeals on trust +0.0002
to EVP(s,m) = V(é(s,m)) meaning that it is equivalent Negotiation Cycles per proposal 1to 10
to the known value of the state in which the action has been Utility gained over 1000 proposals| 010 10°
executed. No. of Agreements reached 0to 1000

Having evaluated the appeal, the agent has to decide what
to do. In case the evaluation function selects the illocution
only, then the proposal is rejected and the illocution is exe-
cuted. If the proposal is chosen, then the illocution is rejecte%

Table 1: Range of instantiated components.

994), Random(choosing any available argument at ran-
om) and Non-arguing (not using arguments). Non-arguing
the illocution and then execute the proposal. Otherwise, i hgents could only exchange proposals without arguments and
stays in its current state. ey were not allowed to change their proposals during the

; . course of an encounter. This was done to compare with the
6 Experimental Evaluation other agents which use different arguments to back up a sim-
The experiments aim to evaluate our argument selectioflarly unchanged proposal. For each setting of the control
mechanism. In particular, we postulate hypotheses about theriables (below), the simulation was repeated 20 times (mak-
efficiency (in terms of negotiation cycles and number of ar-ing a total of 20000 encountéf}. The control variables are:
guments exchanged) and effectiveness (utility gained by thg) the initial value of trust of the proponent in the opponent
agents) of our mechanism and test these against a variety @iniformly distributed in the range 0 to 1), and (i) the knowl-
alternative mechanisms. edge the participants have of each other's argument evalua-
6.1 Setup tion function, that is:

The environment is an abstract one involv_ing ju_st two agents. 1. The proponent has perfect knowledge of the opponent’s
The agents are self-interested and negotiate via an exchange evaluation function. This means the agents know exactly
of proposals (backed up by persuasive arguments) that aimto  what the values of the states brought about by the argu-
change the state of the world to one that they prefer more than  ments are (e.g. a proposed high reward is indeed very
their current one. The states of the environment'( ... € S) good for the recipient).

are denoted by a number ranging from s = 1 to s = 1000. 5 The proponent has imperfect knowledge of the impact of
Actions are denoted as a tuple composed of a start state and  jig arguments. Thus an agent may send what it believes
an end state. State changes only occur as a consequence of g 5 threat, and this may in fact turn out to be a reward.
the proposals between the agents being enacted. The pre- The degree of misalignment is normally distributed over
con_d@mns of a prqposai (as specified in section 2) must be the range) < EV°(s,i) < 1000 (wheres is the initial
satisfied before it is sent to an opponent. In each state, are-  giate and is the argumen_t).

stricted set of arguments can be uttered (between 0 and 10). One preliminary result of our simulations was that Ramp-
et o o i s g, when s gainstcach the wih mperict ko
are hardwired into the agents. The argument’s iIIocutionar)nge’ would often negotiate indefinitely because the argument

type determines the evaluation function used to assess its i’_%eneratlon mechanism tends to keep the trust value constant

and the proposal is executed, while if both are chosen by th
evaluation function, the agent will assimilate the content o

; ; ; : - nd decreases their tendency to reach agreements when trust
pact (described in section 5). This type also determines t% particularly low. Our tests were therefore made with the

nent and vice versa (as described in section 3). Upon recei amping agent set against our Fuzzy agent. The experimen-

of proposals or illocutions an agent goes through the evalua-lI ve;nEbles that were ;neasur;:d are: (i) t?e n_t_m:rt])er of cg—
tion procedure presented in equations 4, 5, 6 and 7. cles taken on average to reach agreements, (il) the number
Nl of agreements made, (iii) the number of arguments (threats,

A single simulation run involves 1000 separate negOt'a'Fr?ewards, appeals) used, (iv) the final value of the trust of the

effect the argument has on the opponent’s trust in the prop

tion encounters between the two agents. They were paire X . .
against agents that used the same argument selection mec ponent in Fhe proponent and vice Versa, and ((V),the util-
nismt2: Fuzzy(using our mechanismRamping(using ap- ity gained by interaction partners both individually{(s’) —
peals, rewards and threats in sequence dKiauset al, V" (s))andoverall (V(s") =V (s) + V7 (s') = V7(s))/2),

12This was mainly to test how effective the mechanism is for both ~ **We performed a regression analysis on samples of 50000 and
proponent and opponent in the same environment. However, se:00000 encounters which resulted in P-values.afx 10~% and
arate tests were also carried out with pairs of different agents as.1 x 10~% with standard error of 0.09 in the utility values obtained
shown later. in both cases.



Ramping| Random| Fuzzy be supported by a number of factors; (i) Fuzzy and Random

Agreements 735 745 710 agents use fewer arguments on average than Ramping agents
Cycles/Agreement 2.2 2.9 3.4 (2655 vs 2855 vs 4086, in figure 1), (ii) Fuzzy agents achieve
Average Trustin Opponent  0.61 0.59 0.97 higher utility than Ramping and Random agents (1410640 vs

791461 vs 568856 in figure 1), and (iii) Fuzzy agents use less
Table 2: Pairing the Fuzzy agent with other agents.  cycles per agreement than the Ramping and Random agents
(3.4 vs 8.8 vs 12.9 from figure 1). There is a strong negative
wheres is the current state and is the end point of the ne- correlation between the number of cycles required to reach
gotiation. an agreement and the utility gained (-0.98). This is due to
To summarize, table 6.1 shows the range of values takethe agent achieving more agreements and spending less time
by the various simulation components. The trust model usedrguing. In particular, the Fuzzy agent has a more meaning-
was broadly based diRamchurret al, 2003; Marsh, 199  ful means of selecting its arguments, in terms of their value,
It should be noted that the effect of arguments on trust was athan the other agents and hence does better. We also de-
bitrarily chosen such that rewards and appeals have combinaided to test the Fuzzy agent’s performance when set against
positive impact equating to the negative impact of threatsthe other agents (see table 2). In this case, the Fuzzy agent
It was also deemed that rewards would bring about slightlypersuades the Ramping and Random agents more frequently
greater trust than appeals (because rewards tend to showtlsan it does a Fuzzy opponent. The Ramping and Random
more cooperative tendency than appd#larlins and Abel- agents cause the trust of the proponent in them to be rela-
son, 1970). tively low compared to the Fuzzy opponent. Thus, the Fuzzy
6.2 Experiments proponent uses more forceful arguments (hence convincing

We present our experiments as a series of hypotheses: them) against Ramping and Random agents than it does with

H1: The Fuzzy mechanism fares better than the other mectf Fuzzy opponent.
anisms with perfect knowledge of argument valugss can
be deduced from the fact that the number of arguments used 1600000 - T 50000
by the Fuzzy agent is significantly less than those used by| ;400000 | N 1 45000
the Ramping agent and slightly less than the Random agent 1 40000
(1373 vs 46922 vs 1405 in figure 2), while the gain in utility + 35000

1200000 +

is higher for a Fuzzy agent than for the others (1371226 vs | 5 1000000 | 1 30000 g |2 Utility Gain
861542 vs 1041130 in figure 2). The Fuzzy agent uses fewer| 3. 800000 | 1 25000 @Agf'feme”ts
cycles to reach agreements than other agents (1371 vs 154] 5 450000 - 1 20000 & | CYClES

§ Arguments

+ 15000
-+ 10000
+ 5000

for a Ramping agent, and 1398 for a Random agent in fig-
ure 2). Ramping agents take a significantly larger number of
cycles to reach agreements because this approach has no co 200000 7
sideration for the actual strength of the argument itself (e.g. a 0 el Tk, =
threat might be known to have a low value for the opponent Fuzzy Ramping Random
but its magnitude is not taken into consideration). Therefore,

these agents are less persuasive and take more cycles to re&égiure 2: Gain in utility, cycles and agreements made in per-
an agreement. The random approach does not consider tfect knowledge case.

value of the argument, nor the type of the argument it wishes

to send and this makes the arguments even less persuasive 4§t The Fuzzy mechanism fares better in the perfect knowl-
leads to greater inefficiency. edge case than in the imperfect knowledge. de expected

the proponent to convince the opponent more easily than in
the perfect knowledge case because it knows how the other
agent evaluates its arguments. However, this hypothesis was
rejected after analysing the results in figure 3 (note that the
gain in utility for the proponent is slightly higher (by 39414)

400000 +

Arguments, Cycles and Agreements

1600000 10000
1400000 ] T 9000
1200000 T 8000

£ 1000000 T ;ggg S Utiity Gain for fuzzy agents in the imperfect case than it is with per-
S 200000 I s000 g |ZAgreements fect information). In the perfect knowledge case, the oppo-
g 600000 1 1 4000 2 |Sarguments nent can convince the proponent more easily since it knows

r 3000
r 2000
- 1000

its valuation of the arguments (hence reaching unprofitable
agreements for the proponent in a fewer number of cycles!).

Arguments, Cycles and Agreements

o 7l N o On the other hand, in the imperfect information case, the
Fuzzy Ramping Random NonArgu counter proposals (backed up by arguments) do not convince
Type of Agent the proponent so easily and allow it to continue negotiating

(using more arguments, 2655 against 1373 in figure 3) until it
Figure 1: Gain in utility, cycles and agreements made in imreaches its intended agreement, rather than settling for a less
perfect knowledge case. profitable counter proposal (e.g. due to high trust).

H4: Rhetorical arguments help achieve a larger number of
H2: The Fuzzy mechanism fares better than the other mechagreements in a fewer number of cycles in both the perfect
nisms with imperfect knowledge of argument valléss can  and imperfect casesFigures 1 and 2 show that all agents,



1420000 3000 Cycles14681493143913041215113010011597147114581494
Trust| 0 10.1/0.2/0.3{04|05|06|0.7/0.8(09]|1.0

1410000 -+

+ 2500

1400000 -+

1 2000 Table 3: Table of values for cycles (C) and trust values (T)

z —

S 1390000 — B Agrecments

£ 280000 | [ 1990 & lmcycles way our fuzzy reasoning works. When trust is above 0.6, the

8 1 1000 £ [BArguments agents mainly use appeals and rewards as arguments. These

1370000 1 tend to cause the trust in both agents to increase and hence

the acceptance of proposals becomes much easier (meaning
\ individual and overall gains settle at a stable value). Also, as
Fuzzy Perfect  Fuzzy Imperfect the initial trust in the opponent was increased, the final trust
at the end of the negotiations increased. From figure 4, the

Figure 3: Comparing perfect and imperfect agents.  final trustin the opponent (i.e. the trust achieved at the end of
1000 negotiations) goes up as the initial trust increases. From

apart from the non-arguing ones, achieve a high number dpis we deduce that agents that trust each other initially, will
agreements 300). Moreover, the difference is significant 2chieve higher levels of trust as they keep on negotiating.

(of the order of 100 times bigger). This is because argument§6: High levels of trust help achieve agreements in fewer
can improve trust and can cause the agents to favour the prg¥mber of cyclesThe number of negotiation cycles for a pair
posed state relative to their current state (given that the arg§ fuzzy agents is shown in table 6.2 for each value of trust.
ment is convincing enough). This is also partly due to the fac hen trust is below 0.6, there is a high correlation between
that agents are not allowed to change their proposals durinfjusSt @nd the number of cycles to reach agreements (-0.96).
the encounters to make them more attractive (see section 6.4yter this threshold, the number of cycles go up and settle at
while arguments do change the trust values and can therefofeligher value. This trend follows from way the evaluation

give added value to the proposal without changing the prolUnctions cause agreements to be reached more quickly as
posal itself. trust increases (see explanation in H5).

+ 500

Agreements/Cycles/Arguments

1360000 -

1350000 -

2500000 - T12 7 Related Work
Most of the literature on argumentation-based negotiation
deals with protocoldMcBurney et al, 2004, abductive
logic [Sadriet al, 2001, and devising and formalizing re-
butting and undercutting argumeniRarsonset al., 1998;
Amgoudet al., 20004. Our approach is different from these
models since they tend to focus on the product of argumen-
tation (i.e. establishing the truth), while this work deals with

) A the processof persuasiorTindale, 1999; Perelman, 1982

0 O .2 03 04 05 06 07 08 09 1 .
500000 | ./ 1, whereby commitments to enact threats and rewards are used
Initial Trust to convince another party (i.e. looking at the rhetorical as-
pect of the dialogue). Thus, these models can complement
Figure 4: Individual and overall utility gain for Fuzzy agents our work by handling the logical validity of appeals (i.e. ar-
in perfect knowledge. guments are rejected if they are not logically valid or can be
defeated).

From figures 1 and 2 we can calculate that the number of The closest implementation to our framework is that of
cycles per agreement reached is 3.47 (1.87 in the perfect cad&jrauset al, 1994. In their work, agents are described as
for the Fuzzy agent, while it is 8.86 (3.11 in the perfect casehaving a character depending on certain attributes (memory-
for Ramping agents, and 12.34 (2.34 for the perfect casdgss, knowledgeable, cooperative, etc.) such that only spe-
for Random agents. Non-arguing agents take a significantlgific types of arguments can be used for each type of agent
larger number of cyclesx{ 100) to reach a negligible number (e.g. appeals to past promise cannot be used for memoryless
of agreements. The low correlation between the number ofgents). The notion of argument generation and evaluation
arguments used and the number of cycles (+0.3) and the nurs based on the satisfaction of certain intentions (intention-
ber of agreements reached (+0.3) signifies that the real factdo and intention-that). However, on the one hand, it would
determining the number of cycles per agreement is the quakppear that such a model is too complex to be implemented
ity of the argument chosen. In this respect, the Fuzzy agerit practical applications (it is based on a highly complex
does much better than the others because it is more precisennulti-modal logic), while on the other, the evaluation func-
evaluating the strength of the argument to be sent. tions for the arguments are very specifically designed to work
H5: Agents achieve greater individual and overall rewardswith agents that are explicitly coded in terms of intentions
as trust increases and trust nurtures trustust was foundto  and desires. Also, their argumentation generation algorithm
be strongly positively correlated with the overall (+0.85) andgoes through a fixed order to select the argument to be sent.
individual rewards (+0.95) up to the point where trust is equalThreats are considered to be stronger than rewards which
to 0.6. Beyond this value, trust has no effect on the overall oare, in turn, stronger than appeals. However, as demon-
individual rewards (correlation of -0.35). This is due to the strated in section 6, this is not an effective strategy. The per-
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suasive strength of an argument is partly dependent on th@rewka, 2001 G. Brewka. Dynamic argument systems: A formal
type of illocution used but there is no definite order estab- model of argumentation processes based on situation calculus.
lished according to the persuasion literat[ifendale, 1999; Journal of Logic and Computation 1(2):257-282, 2001. _
Brembeck and Howell, 1976; Karlins and Abelson, 1070  [Faratinetal, 2003 P. Faratin, C. Sierra, and N. R. Jennings. Using
Sierra et. al.[Sierraet al, 1999 also proposed a frame- similarity criteria to make trade-offs in automated negotiations.

Kf - tiati Th d the basi Artificial Intelligence 142(2):205-237, 2002.
work Tor persuasive negotiation. 1hey expose € basic pr Harel, 1984 D. Harel. Dynamic logic. In D. Gabbay and F. Guen-

requisites for designing a framework for persuasion using' ther, editorsHandbook of Philosophical Logic Volume pages
threats, rewards and appeals within a business process man497-604. D. Reidel Publishing Company, 1984.

agement scenario. However, their work does not give a thorjang, 1997 J.S.R JangNeuro-Fuzzy and Soft Computirfrentice
ough interpretation of arguments, nor an idea of how these Hall, 1997.

can be chosen from a pool of available arguments. There iRlenningset al, 2004 N. R. Jennings, P. Faratin, A. R. Lomuscio,
also a lack of a proper reasoning model which we provide for S.Parsons, C. Sierra, and M. Wooldridge. Automated negotiation:

i i prospects, methods and challenges. J. of Group Decision and
in this paper. Negotiation 10(2):199-215, 2002.
8 Conclusions and Future Work [Karlins and Abelson, 197M. Karlins and H. I. AbelsonPersua-

. sion, how opinion and attitudes are changetrosby Lockwood
We have presented a novel formal framework to describe per- 4 'Son, 2nd edition, 1970,

suasive negotiation based on rhetoric. In particular, we Of[Krauset al, 1994 Sarit Kraus, Katia P. Sycara, and Amir
fered a general characterisation of the main types of persua- gyenchik. Reaching agreements through argumentation: A log-
sive illocutions and we developed a reasoning model that ical model and implementation Artificial Intelligence 104(1-
enables agents to determine which arguments to send and2):1-69, 1998.

how to evaluate incoming arguments. Moreover, we havéMarsh, 1994 S. Marsh. Formalising Trust as a Computational
benchmarked our model against the only other computational Concept PhD thesis, Department of Mathematics and Computer
model ofpersuasive negotiatidfand shown that it is more _ Science, University of Stirling, 1994. )
effective and efficient. Specifically, our agents achieved moréMcBurneyet al, 2003 P. McBurney, S. Parsons, R. Van Eijk, and

. .~ L. Amgoud. A dialogue-game protocol for agent purchase negoti-
agreements in fewer numbers of cycles than the Ramping ations. Journal of Autonomous Agents and Multi-Agent Systems.

agents while, at the same time, achieving greater utility. - Special Issue on Argumentation in Inter-Agent Communication
Future work will concentrate on defining the evaluation 2002.

functions for the states and illocutionary actions using multiiParsonst al, 1999 S. Parsons, C. Sierra, and N. Jennings. Agents
attribute utility functions and showing how to develop par- that reason and negotiate by arguidgurnal of Logic and Com-
ticular negotiation strategies based on reinforcement Iearninl;_;PpUta“O” 8(3):261-292, 1998. S

and game theoretic techniques. We will develop the idea ofPerelman, 1982C. PerelmanThe Realm of RhetoricUniversity
social commitments with respect to the enactment of threats °f Notre Dame Press, 1st edition, 1982. )
and rewards, and modify the mentalistic operational sema P[%Zkigg %’:‘Lgfrgaessi‘l’)"l'ékérzgol?ﬁénf;fi"gﬁerl‘nagde‘%%rgg Xrﬁgest”IJé .
tics given to rhetorical arguments. We will also extend our - yyne("editorsHandbook of Philosophical Logivolume 4, pages
approach to cases in which there are more than two negoti- 219-318. Kluwer, Dordrecht, Netherlands, second edition, 2002.

ating agents. We also aim to apply the model to pervasivgramchurn and Jennings, 2408 D Ramchurn and N. R. Jennings.
computing environments in which agents manage the display Persuasive negotiation for autonomous agents. Technical report,
of natifications on public and private devices by persuading University of Southampton, July 2002.

the other agents to display or hide particular intrusions. [Ramchurret al, 2003 S. D. Ramchurn, C. Sierra, L. Godo, and
N. R. Jennings. A computational trust model for multi-agent in-
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