
Agents that reason and negotiate by arguingSimon Parsons, Carles Sierra� and Nick R. JenningsDepartment of Electronic Engineering,Queen Mary and West�eld College,University of London,London E1 4NS, United Kingdom.fS.D.Parsons,C.A.Sierra,N.R.Jenningsg@qmw.ac.ukFebruary 12, 1998AbstractThe need for negotiation in multi-agent systems stems from the requirementfor agents to solve the problems posed by their interdependence upon one an-other. Negotiation provides a solution to these problems by giving the agentsthe means to resolve their con
icting objectives, correct inconsistencies in theirknowledge of other agents' world views, and coordinate a joint approach to do-main tasks which bene�ts all the agents concerned. We propose a framework,based upon a system of argumentation, which permits agents to negotiate inorder to establish acceptable ways of solving problems. The framework pro-vides a formal model of argumentation-based reasoning and negotiation, detailsa design philosophy which ensures a clear link between the formal model andits practical instantiation, and describes a case study of this relationship for aparticular class of architectures (namely those for belief-desire-intention agents).1 IntroductionAn increasing number of software applications are being conceived, designed, andimplemented using the notion of autonomous agents. These applications vary fromemail �ltering [26], through electronic commerce [35, 47], to large industrial applica-tions [20]. In all of these disparate cases, however, the notion of autonomy is usedto denote the fact that the software has the ability to decide for itself which goalsit should adopt and how these goals should be achieved [48]. In most agent appli-cations, the autonomous components need to interact with one another because ofthe inherent interdependencies which exist between them. The predominant mech-anism for managing these interdependencies at run-time is negotiation|the processby which a group of agents communicate with one another to try and come to a mu-tually acceptable agreement on some matter [3]. Negotiation is so central precisely�On sabbatical leave from Arti�cial Intelligence Research Institute|IIIA, CSIC, Campus UAB,08193 Bellaterra, Barcelona, Spain. 1



because the agents are autonomous. For an agent to in
uence an acquaintance, theacquaintance has to be persuaded that it should act in a particular way. The meansof achieving this state are to make proposals, trade options, o�er concessions, and(hopefully) come to a mutually acceptable agreement|in other words to negotiate.We are interested in building autonomous agents which negotiate. This papermakes four main contributions towards this goal. The �rst is to outline a genericmodel of negotiation for autonomous agents which need to persuade one another toact in a particular way. The second is to describe a general method of approachfor building agent architectures which have a clear link between their speci�cationand their implementation. Our method is founded upon the natural correspondencebetween multi-context systems [13], which allow distinct theoretical components tobe de�ned and interrelated, and the modularity present in agent architectures. Todemonstrate the power and 
exibility of this approach a number of variants of thewidely used Belief-Desire-Intention (BDI) agent model [32] are speci�ed with thesame conceptual structures. The third contribution is to provide a general system ofargumentation suitable for use by multi-context agents in a multi-agent environment,and to describe a speci�c version of this system which may be used by multi-contextBDI agents. This is necessary because the move to both multi-context agents and thento BDI agents introduces additional issues over and above those which are handledby existing systems of argumentation. The fourth contribution is to present a well-grounded framework for describing the reasoning process of negotiating agents. Thisframework is based upon the use of argumentation both at the level of an agent'sinternal reasoning and at the level of negotiation between agents. Such an approachhas been advocated (in a discursive rather than formal manner) by Hewitt [15] asthe most natural means of viewing the reasoning and operation of truly autonomousagents in open systems.This paper builds on our previous work in the �elds of negotiation and argumen-tation. It is an extension of the work presented in [28, 38] in that, respectively, itprovides a tighter integration of argumentation and the mental model of the negoti-ating agents, and it deals with arguments which justify positions (in addition to basicstatements about positions). It also �xes some technical problems with the model ofargumentation presented in [28]. The work described here is also complementary tothe work described in [39] in that it concentrates on the way in which arguments arebuilt and analysed rather than on the communication language and the negotiationprotocol.The remainder of the paper is structured so that each major contribution is pre-sented in a separate section. Section 2 introduces a general framework for describingnegotiation. Section 3 shows how multi-context systems can be used to specify agentarchitectures in general and BDI architectures in particular. Section 4 presents a sys-tem of argumentation suitable for use by multi-context agents in multi-agent systems.Section 5 illustrates how this framework can be used for argumentation-based nego-tiation. Section 6 then places our work in the context of previous work in the �eldsof multi-agent systems, negotiation and multi-context systems. Section 7 concludesand outlines a number of issues which require further investigation.
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2 A framework for negotiationExamination of the literature on negotiation from the �elds of social psychology [30],game theory [36], and distributed AI [3, 23], reveals a signi�cant level of agreementon the main stages involved in the process. We use this commonality to underpin ourgeneric negotiation model which is outlined below.2.1 A generic model of negotiationNegotiation is a process that takes place between two or more agents who are at-tempting to achieve goals which they cannot, or prefer not to, achieve on their own.These goals may con
ict, in which case the agents have to bargain about which agentachieves which goal, or the agents may depend upon one another to achieve the goals,in which case they only have to discuss how to go about achieving the goals. In ei-ther case, the process of negotiation proceeds by the exchange of proposals, critiques,explanations and meta-information [28].A proposal, broadly speaking, is some kind of solution to the problem that theagents face. It may be a single complete solution, single partial solution, or a groupof complete or partial solutions. A proposal may be made either independently ofother agents' proposals, or based on previous comments made by other agents. Thefollowing is a typical proposal:A: I propose that you provide me with service X .Proposals can be more complex than just suggestions for joint action|they mayinclude suggested trade-o�s or suggest conditions under which the proposal holds.Thus the following are also proposals:A: I propose that I will provide you with service Y if you provide me with serviceX .A: I propose that I provide you with service Y if you agree to provide me with serviceX at a later date.Proposals are thus the basic mechanism of any negotiation, and the way in whichnegotiations begin is by one agent making a proposal to another.An agent that has received a proposal can respond in two possible ways. The �rstof these is by making a critique. A critique may just be a remark as to whether or notthe proposal is accepted, or a comment on which parts of the proposal the agent likesand which parts it dislikes. The following short dialogues are examples of proposalsfollowed by critiques:A: I propose that you provide me with service X .B: I accept.where the critique is an immediate acceptance, and:A: I propose that I will provide you with service Y if you provide me with serviceX .B: I don't want service Y . 3



where the critique is intended to provoke an alternative proposal.The process of generating the critique is the method by which the agent evaluatesthe proposal, and by returning some or all of the critique to the originating agentthe responding agent aims to provoke alternative proposals that are more acceptable.Generally speaking, the more information placed in the critique, the easier it is forthe original agent to respond in a manner which is likely to lead to agreement.As an alternative to o�ering a critique of a proposal, an agent can respond witha counter-proposal. A counter-proposal is just a proposal which is made in responseto a previous proposal1. The following are two examples of proposals followed bycounter-proposals:A: I propose that you provide me with service X .B: I propose that I provide you with service X if you provide me with service Z.where the counter-proposal extends the initial proposal, and:A: I propose that I provide you with service Y if you provide me with service X .B: I propose that I provide you with service X if you provide me with service Z.where the counter-proposal amends part of the initial proposal. Providing a counter-proposal thus involves generating and sending an alternative proposal (which shouldbe more favourable to the responding agent than the original).On their own, proposals, counter-proposals and critiques are bald statements ofwhat agents want. We suggest that if agents provide an explanation along with theirstatements, agreement is more likely to be reached more quickly. An explanation isadditional information explaining why a proposal, counter-proposal or critique wasmade that an agent can supply in support of that proposal, counter-proposal orcritique. We see an explanation as being a form of justi�cation that the agent suppliesfor its position. This may take the form of an argument with which the agent seeksto persuade whoever it is negotiating with that its suggestion is valid. However, itmight also be a simple statement of why it reached that conclusion. The followingare examples of parts of a negotiation in which agents supply explanations:A: I propose that you provide me with service X because I know that is one of theservices you o�er.B: I propose that I provide you with service X if you provide me with service Z,because providing X for you will mean that I incur costs to the value of Z.where the dialogue takes the form of a proposal with explanation followed by acounter-proposal with explanation, and both explanations are statements of why theproposals are made, and:A: I propose that I provide you with service Y if you provide me with service X . Ithink this is good for both of us because I need X and I believe that you needY .1Thus every counter-proposal is a proposal, but not every proposal is a counter-proposal|theopening proposal in a negotiation is never a counter-proposal.4



B: I don't need Y but I do need Z.A: Okay, I propose that I provide you with service Z if you provide me with serviceX .where a proposal with explanation is followed by a critique with explanation, and thisis followed by a proposal. The explanation which accompanies the initial proposal isan attempt to persuade B that the proposal is a good idea.The role of meta-information is to focus the local search by agents for solutions.Thus, by supplying information about why it had a particular objection to a pro-posal, one agent might help another to focus its search for another, more acceptable,suggestion. Clearly explanations are one form of meta-information, but we also allowfor meta-information to be supplied in the absence of any proposal or critique:A: I propose that I provide you with service Y if you provide me with service X . Ithink this is good for both of us because I need X and I believe that you needY .B: I'm not interested in Y .A: Okay, I'll provide you with W if you provide me with X .B: I'd rather have Z.A: Right. I'll provide you with Z if you provide me with XHere B's second utterance is a piece of meta-information which expresses a preferencebetween services.Given these concepts, the process of negotiation can be considered to be the fol-lowing. The process starts when an agent generates a proposal. Other agents theneither accept it, critique it, make counter-proposals, or provide meta-information. The�rst agent can then either make a fresh proposal, send clarifying meta-information,or respond to one of the counter-proposals (if any) with a counter-proposal to thatproposal. This process continues until all the agents involved are, in some sense,happy with a proposal or it is felt that no agreement can be reached (in which case aparticipating agent withdraws). By \happy" it is not meant that this is the optimumproposal from the point of view of the agent, but that it represents an acceptablecompromise.2.2 A negotiation protocolConsidering negotiation between just two agents, we can consider the process intro-duced above as de�ning the \rules of encounter" which the two agents follow. In otherwords, it de�nes the basis of a protocol. Taking this a little further, we can specifythe protocol as a form of state transition diagram which gives the various legal statesthat an agent may be in during a negotiation and thus the legal transitions betweenstates which an agent is allowed to take. Such an analysis leads to Figure 1 whichis broadly similar to that proposed in [39]. The process begins (State 0) when oneagent makes a proposal to another, denoted by proposal(a; b; �). Here � denotesboth the proposal being made and any explanation the agent cares to give (it may,5
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Figure 1: The negotiation protocol for two agents.of course, choose to give none). As we shall see later, the idea of a pair of proposaland explanation maps onto the idea of an argument in the narrow technical sense inwhich we use the term \argument" in this paper. Once the proposal has been sent(State 1) the �rst agent may make a second proposal without waiting for a reply, orthe second agent can act, either by accepting the proposal, making a critique, makinga counter-proposal or withdrawing from the process. When accepting, the agent mayagain give an explanation if desired, and a critique can also be supported by a reason.If a critique (State 2) or a counter-proposal (State 3) is made, either agent can keepthe process moving by making another proposal which can then be responded to inthe same way as the initial proposal. This process iterates until one of the agents\accept"s or \withdraw"s.There are a few things that should be noted about this protocol as drawn inFigure 1. First, this is not an alternating o�ers model (unlike the model in [38])in that agents may make counter-proposals without waiting for a response to a pre-vious proposal. Second the protocol makes no distinction between proposals andcounter-proposals. Any of the proposals, except that which starts the negotiation,may be a counter-proposal, but equally, these other proposals need not be counter-proposals (since they may not be directly related to the original proposal). Third, theprotocol includes two illocutions, accept and withdraw which are particular types ofcritique which bring the negotiation to a close. The string \withdraw" stands for bothwithdraw(a, b) and withdraw(b, a). Thus the transition labelled by \withdraw"can be initiated by either agent. Fourth, as it stands the protocol only explicitly in-cludes meta-information as explanations accompanying other utterances (in the � inproposals and critiques). Since meta-information on its own can be supplied by anyagent at any point, the reader is invited to imagine the diagram of the full protocolwhich includes a set of pairs of arcs from each state other than the �rst, back to that6



state. One arc of each pair would be labelled meta-information(a, b, �), and theother would be labelled meta-information(b, a, �).2.3 Our proposalThis section has introduced a general way of describing negotiations between agents,where the term \negotiation" is given the broad interpretation usual in the agentliterature. In this sense, a negotiation is any dialogue between two or more agentswhich leads them to agree on some subject (for example a course of joint action, or theprice for some service) about which they initially had di�erent opinions2. What weare suggesting here is that if we consider agents to reason by using a particular formalsystem of argumentation then we get, almost for free, the basic support necessary tobuild agents which negotiate in the general sense described above. How this is doneis the subject of Section 5. First we need to talk about how we propose to buildagents which use this system of argumentation, and that in turn means that we needto describe how to build the kind of multi-context agents for which our system ofargumentation is appropriate.3 Specifying architectures for negotiating agentsThere are many ways of designing and building agent systems. However, the mostcommon means is probably through an agent architecture. The role of such architec-tures is to de�ne a separation of concerns|they identify the main functions whichultimately give rise to the agent's behaviour and they de�ne the interdependenciesbetween them. This approach to system design a�ords all the traditional advantagesof modularisation in software engineering [40] and enables complex artifacts to bedesigned out of simpler components. However, one problem with much of the workon agent architectures is that it is somewhat ad hoc in nature. There is often littleconnection between the speci�cation of the architecture and its implementation. Thissituation is clearly undesirable.For this reason, we are looking to provide a means of developing agent architec-tures which have a clear link between their speci�cation and their implementation. Todo this, we make use of multi-context systems [13], a framework which allows distincttheoretical components to be de�ned and interrelated. We use di�erent contexts torepresent di�erent components of an agent architecture, and specify the interactionsbetween the components by means of the bridge rules between contexts. This makesit possible to move directly from the speci�cation of the architecture to a formal de-scription in terms of multi-context systems. Then, since each context contains a set ofstatements in a logic along with the axioms of that logic, it is possible to move directlyto an implementation in which the various contexts are concurrent theorem proverswhich exchange information. In such an implementation, each theorem prover compo-nent corresponds directly to one of the components of the original architecture. Thisapproach enforces a modular structure with well-de�ned interfaces, and thus accordswell with good software engineering practice. To this end, Section 3.1 indicates the2Of course there are other ways of describing such dialogues, for instance that proposed by Waltonand Krabbe [46], and in Section 5 we consider how this particular description relates to our proposal.7
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Figure 2: An example multi-context agent.general method of using multi-context systems to specify agent architectures. ThenSection 3.2 makes the discussion more concrete by indicating how a particular classof agent architecture|namely BDI agents|can be modelled with this approach. Fi-nally, Section 3.3 provides an example of the speci�cation of a pair of BDI agents ina particular domain.3.1 Generic multi-context agentsUsing the multi-context approach, an agent architecture consists of the following fourcomponents (see [27] for a formal de�nition):� Units : Structural entities representing the main components of the architecture.� Logics : Declarative languages, each with a set of axioms and a number of rulesof inference. Each unit has a single logic associated with it.� Theories : Sets of formulae written in the logic associated with a unit.� Bridge rules : Rules of inference which relate formulae in di�erent units.Figure 2 shows an example architecture in which the units are u1, u2, u3 and c. u1contains a propositional logic, u2, u3 and c contain a �rst order logic. No speci�ctheories are given. The bridge rules are shown as arcs connecting the units.Using the notation of [14], an agent is de�ned as a group of interconnected unitsrepresented by a pair hfuigi2I ;�i where I is the set of unit indices, ui is the unit namegiven to the triplet hLi; Ai;�ii, where Li, Ai and �i respectively are the language,axioms and rules of inference de�ning the logic. The axioms, the rules of inference,and the initial formulae in the theory generate the theory of the unit. � is the set ofall bridge rules between the units.Bridge rules can be understood as rules of inference with premises and conclusionsin di�erent units. For instance: u1 : '; u2 :  u3 : �8



means that formula � may be deduced in unit u3 if formulae ' and  are deduced inunits u1 and u2 respectively (see Figure 2). We will also write such rules as:u1 : '; u2 :  ) u3 : �where more convenient.In our approach, bridge rules are used to enforce relations between the variouscomponents of the agent architecture. For example in a BDI agent, a bridge rulebetween the intention unit and the belief unit might be:I : I(�)) B : B(dI(�)e)meaning that if the agent has an intention � then it is aware of this fact. In thisexample, as in the speci�cation of BDI agents developed later in the paper, the Band I are taken to be predicates in �rst order logic. As a result, when a formulafrom the intention unit is embedded in the belief unit by means of a bridge rule, it isquoted using d�e. This is the method for modelling modal logics as �rst order theoriesproposed by Giunchiglia and Sera�ni [13].In general, the nature of the units will vary between architectures. For example,a BDI agent may have units which represent theories of belief, desire and intention,whereas an architecture based on a functional separation of concerns may have unitsfor cooperation, situation assessment and plan execution [19, 20]. However for thepurposes of this work, we assume that all agents have a dedicated communicationunit (C in Figure 2) which is responsible for enacting the agent's communicationneeds. We assume the existence of this unit because: (i) we want to encapsulatethe agent's internal structure by having a unique and well de�ned interface with theenvironment; and (ii) we wish to have a cognitive interpretation of the architecture|the communication unit acts metaphorically as the agent's sensors and actuators(eyes, mouth and ears) by means of which the agent's `mind' is e�ectively situated inthe environment.Since the communication unit deals with both incoming and outgoing messages,we could split it into two units; one for incoming messages, and one for outgoingmessages. However, we do not feel that this is necessary at the moment (though wedo not rule out the possibility in the future). The reason for this is that we would liketo keep the model relatively simple and so only introduce new units when either (i)they are necessary to capture di�erent cognitive components (which is why we havedi�erent units for desires and intentions) or (ii) they are necessary to capture di�erentlogics (which is one reason why we have di�erent units for beliefs and desires). Atthe moment we don't feel that either of these conditions apply to the di�erent partsof the communication unit.The formulae the agent can utter are thus determined by the language LC used bythe communication unit. In turn, LC is the result of the nested embeddings that thedi�erent bridge rules make between the languages of the various units. In this sense,the bridge rules play a key role in the design of an architecture. As we will show inSection 3.2, important di�erences in behaviour can be attained simply by changingthe pattern of \combination" of the units. Moreover, interaction between agents iscarried out exclusively by the interchange of illocutions. Listening to an illocution isa form of sensing and speaking is a form of action. Hence the communication unit is9



responsible for making e�ective the actions|illocutions|selected in the negotiationwith the other agents.The set of formulae that a given unit may contain depends on the unit's initialtheory, axioms, inference rules and the incoming bridge rules. The formulae intro-duced by a bridge rule depend on the formulae present in the unit in the premise ofthe bridge rule. These may, in turn, depend on the bridge rules leading to that unit,and so on. The communication unit will receive formulae from other agents that willcontain new symbols, and so extend its alphabet [39]. In order to accommodate thisdynamic expansion (which we believe to be the most natural way to enable 
exiblemulti-agent communication) the language LC must must be de�ned only partially.In addition, since formulae propagate from the communication unit to other units bymeans of the bridge rules, the languages of all other units must also be partial. Theevolution of the reasoning process by the application of bridge rules and the commu-nication between agents, extends these languages incrementally. For example, we can�x the set of predicates to be used in a certain language LFOL but leave the de�nitionof LFOL parametric with respect to the terms the predicates may be applied over. Bydoing this, we under-specify the signature of LFOL. For instance, we can declare ametapredicate (T ) and then by means of bridge rules de�ne which terms the predicatewill apply over. The following: u1 : pu2 : T (atom(p))is a bridge rule which embeds atoms of the theory of unit u1 into the propositionalmetatheory of unit u2, and: u2 : p(X; a)u3 : T (literal(name(p); args(variable(X); constant(a))))does a similar job in the case of a �rst order language de�ned as a metalanguage foru2 in u3 (in a similar way to that in which it is done in OMEGA [1]). The partialnature of the language is essential if the agents are to negotiate and argue, for theseprocesses often involve the introduction of new concepts [39]. By de�nition, therefore,the agent's languages must be extensible.An agent's deductive mechanism, `i, can be thought of as the relation betweenthe utterances heard by the agent, the current theories of the agent's units and theutterances generated by the agent. This mechanism is realised by the use of anexecution model based on the following assumptions:1. Concurrency. The execution of each unit is a non-terminating deductive process(which may be formulated using dynamic logic [27]). All units execute concur-rently. Moreover, the bridge rules are also concurrent processes. They examinethe theories of the units in their premises for sets of formulae that match them,whenever a new match is found the concluding formula is asynchronously addedto the theory of its associated unit3.2. Reactivity. The communication unit immediately processes (and thus adds toits theory) all messages it receives from other agents. This enables the agent3This asynchronous mechanism can be used to simulate synchronicity between the deduction oftwo units whenever necessary. 10
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Figure 3: Di�erent types of BDI agent. From left to right, the relations betweenmodalities correspond to strong realism, realism and weak realism.to respond in an appropriate manner to important events which occur in theenvironment in which it is situated [2, 12].3.2 Multi-context BDI agentsTo provide a speci�c example of the method of approach advocated in the previoussub-section, we examine how a particular class of agent architecture|BDI agents|can be modelled. The particular theory on which the architecture is based is that ofRao and George�. This model has evolved over time (as can be seen by comparing[33] and [34]) and in this section we account for the most recent approach [34] wherethree modalities are distinguished: B for beliefs|used to represent the state of theenvironment, D for desires|used to represent the motivations of the agent, and Ifor intentions|used to represent the ends (or goals) of the agent. In this work, weassociate a separate unit for each of the modalities4 (see Figure 3).We could then give each of these units exactly the same interpretation as they aregiven in the Rao and George� model|what we will refer to as the direct interpretation.This involves giving each modality a semantics in terms of possible worlds and therelation between modalities as relations between the associated possible worlds. Thisrelation is often semantically modelled as inclusions between accessible worlds andsyntactically modelled as axioms in the form of implications between the modalities.For instance, the fact that any intention-accessible world is also a belief-accessibleworld|the agent believes what it intends|is syntactically represented as I(�) !B(�). These implications have di�erent deductive readings from each side of theconnective (modus ponens or modus tollens) which is why some of the architectureswe propose associate two bridge rules (in opposite directions) with each implication(see for instance Figure 3). In the direct interpretation, the logics in the B, D and Iunits embody the temporal logic CTL [10] (exactly as they do in Rao and George�'smodel). In addition to the axioms of CTL which are common to all the units, eachunit has its own axioms encoding the behaviour of the modality. In the examples ofFigure 3, for instance, the axioms are the set K, D, 4 and 5 for B, and K and D for4In fact the general approach allows more than one unit for beliefs (as in [5]), desires or intentionsif deemed appropriate. In the examples presented, however, this is not necessary.11



D and I .This completes the discussion of the logics within each unit, and so we turn toconsidering the bridge rules. As stated above, the set of bridge rules determine therelationship between the modalities and hence the behaviour of the agent. Three wellestablished sets of relationships for BDI agents have been identi�ed [34] (Figure 3):� Strong realism. The set of intentions is a subset of the set of desires which inturn is a subset of the beliefs. That is, if an agent does not believe something,it will neither desire nor intend it [33].� Realism. The set of beliefs is a subset of the set of desires which in turn is asubset of the set of intentions. That is, if an agent believes something, it bothdesires and intends it [7].� Weak realism. A case in between strong realism and realism. Agents do notdesire properties if the negation of those properties are believed, do not intendproperties if the negation of those properties are desired, and do not intendproperties if the negation of those properties are believed [31].In addition to the bridge rules which relate beliefs, desires and intentions, we haverules relating intentions to formulae in the communication unit and formulae in thecommunication unit to beliefs. Now, the communication unit is responsible for com-munication between an agent and its peers, and is thus responsible for performingillocutionary acts, the contents of which are determined by the rest of the units inthe architecture. In these BDI agents the communication unit will be responsible forasking other agents to act in a particular way. This is expressed by the bridge rulethat makes all intentions for somebody else to act, denoted by \I(does(e))" to bea formula \does(e)" inside the communication unit. This unit, will then determinewhen and how to make this e�ective. Moreover, when an agent perceives (because itis told) that an action has been accomplished (denoted by the presence of \done(e)"in the communication unit), it makes the belief unit aware of this fact by means ofanother bridge rule acting upon the predicate \done". Thus we consider that theargument of \does" and \done" contains information about the actions.This completes the direct interpretation of the BDI model in terms of multi-context systems. However, this is not the interpretation we use in our work. Insteadwe prefer to build multi-context systems using an indirect interpretation in which theB, D and I are taken as predicates, as hinted at in Section 3.1. Such systems againhave separate B, D and I units (along with a communication unit), and use the samesets of bridge rules as discussed above (exactly which set depends upon the kind ofrealism we want for our agents). To show exactly what we mean and to illustratethe process of de�ning a multi-context agent, we provide the speci�cation of a strongrealist BDI agent. We start by recalling that there are four components we need tospecify:1. The units present in the agent;2. The logics in each unit;3. The theories written in each logic in each unit; and4. The bridge rules connecting the units.12



For a strong realist BDI agent these four components are as follows.Units: As discussed above, there are four units within a multi-context BDI agent,the communication unit, and units for each of the beliefs, desires and intentions.Logics: For each of these four units we need to say what the logic used by eachunit is. The communication unit uses classical �rst order logic with the usual axiomsand rules of inference. The belief unit also uses �rst order logic, but with a specialpredicate B which is used to denote the beliefs of the agent. As mentioned above,under the modal logic interpretation of belief, the belief modality is taken to satisfythe axioms K, D, 4 and 5 [34]. Therefore, to make the belief predicate capture thebehaviour of this modality, we need to add the following axioms to the belief unit(adapted from [4]): K B : B('!  )! (B(') ! B( ))D B : B(')! :B(:')4 B : B(')! B(B('))5 B : :B(')! B(:B('))The desire and intention units are also based on �rst order logic, but have the specialpredicates D and I respectively. The usual treatment of desire and intention modali-ties is to make these satisfy the K and D axioms [34], and we capture this by addingthe relevant axioms. For the desire unit:K D : D('!  )! (D(')! D( ))D D : D(')! :D(:')and for the intention unit:K I : I('!  )! (I(')! I( ))D I : I(')! :I(:')Each unit also contains the generalisation, particularisation, and modus ponens rulesof inference. This completes the speci�cation of the logics used by each unit.Theories: For each of the four units we need to specify what logical expressions,written in the language of each unit, are present in each unit. This information canbe seen as the domain information possessed by each unit, and since here we aremaking a general statement about what goes into every strong realist BDI agent builtusing our framework, it is no surprise to �nd that there are no speci�c theories thatwe include.Bridge rules: The bridge rules are exactly those given in Figure 3 for strong realistBDI agents. I : I(�) ) D : D(d�e)D : :D(�) ) I : :I(d�e)D : D(�) ) B : B(d�e)B : :B(�) ) D : :D(d�e)C : done(e) ) B : B(ddone(e)e)I : I(ddoes(e)e) ) C : does(e)13



The �rst four of these are derived directly from the model proposed by Rao andGeorge� and ensure consistency between what is believed, desired and intended. Thusthe �rst ensures that anything the agent intends to do is also something it desires totake place, and the second ensures that anything it does not desire is never adopted asan intention. The last two bridge rules specify the interactions between the communi-cation unit and other units as discussed above. Note that, as discussed previously, allthe bridge rules result in quoted formulae. Because in this interpretation we alwaysquote formulae in the conclusion of bridge rules, from this point on we simplify ournotation by leaving the quotation implicit.3.3 Home improvement BDI agentsHaving described how to capture strong realist BDI agents in our multi-context frame-work, we continue by introducing an example which involves two such agents. Thisexample will then be used later in the paper in order to illustrate our scheme for nego-tiation. It should be noted that the example is intended to be illustrative rather thanpersuasive in that it shows how our multi-context approach can be used to specify theagents, rather than showing that the agents can only be set up using our approach.Clearly it is possible to set up the agents without making them BDI agents. Further-more, we acknowledge that the knowledge the agents use to reason about their worldis rather simplistic. We could, of course, use more realistic theories of actions andplanning but we feel that this would rather cloud the issue since:(i) such a theory would make the example more complicated; and(ii) the usefullness of both BDI models in general and our approach in particularhinges more on the fact that they make it possible to clearly specify agents ingeneral than on the speci�cs of those agents' approaches to representing actions.Throughout the example there is some scope for confusion. The reason is that thereare two languages in operation here. The �rst is the language of the B, D andI predicates in which the connectives are those of �rst order logic. The second isthe language quoted within the scope of the B, D and I predicates in which allthe connectives are just terms of the relevant predicates. In this second language,conjunction is as usual, but ! does not represent material implication. Instead itrepresents the relationship, admittedly a rather naive one, between the goals of theagent and the means the agent has to achieve them.The example concerns two home improvement agents which are strong realists inthe sense introduced above. Both have some information about what they seek toachieve. Agent a has the intention of hanging a picture, and that it has various beliefsabout resources and how they can be used to hang mirrors and pictures:I : Ia(Can(a; hang picture)) (1)B : Ba(Have(a; picture)) (2)B : Ba(Have(a; screw)) (3)B : Ba(Have(a; hammer)) (4)B : Ba(Have(a; screwdriver)) (5)B : Ba(Have(b; nail)) (6)14



B : Ba(Have(X;hammer) ^Have(X;nail) ^Have(X; picture)!Can(X;hang picture)) (7)B : Ba(Have(X; screw) ^Have(X; screwdriver) ^Have(X;mirror) !Can(X;hang mirror)) (8)Note that we write B('1 ^ : : : ^ 'n) for B('1) ^ : : : ^ B('n) (similarly for otherconnectives) and that we subscript the belief, desire and intention predicates with theagent name.This information comprises part of the theories of Agent a's intention and beliefunits. In particular (1) is the initial theory in the intention unit and (2{8) is part ofthe initial theory in the belief unit (we say \part" because other bits of the theorywill be introduced later). Similarly, agent b intends to hang a mirror and has variousbeliefs about its resources and the action of hanging mirrors:I : Ib(Can(b; hang mirror)) (9)B : Bb(Have(b;mirror)) (10)B : Bb(Have(b; nail)) (11)B : Bb(Have(X;hammer) ^Have(X;nail) ^Have(X;mirror) !Can(X;hang mirror)) (12)Both agents also have a simple theory of action that integrates a model of the avail-able resources with their planning mechanism and forms another part of the theorycontained in their belief units. This theory needs to model the following ideas (withi 2 fa; bg):Ownership. When an agent (X) is the owner of an artifact (Z) and it gives Z toanother agent (Y), Y becomes its new owner:B : Bi(Have(X;Z) ^Give(X;Y; Z)! Have(Y; Z)) (13)Unicity. When an agent (X) gives an artifact (Z) away, it no longer owns it5:B : Bi(Have(X;Z) ^Give(X;Y; Z)! :Have(X;Z)) (14)Benevolence. When an agent i has something (Z) that it does not intend to useand is asked to give it to another agent (X), i adopts the intention of giving Zto X. Naturally more complex cooperative strategies can be de�ned if desired:B : Bi(Have(i; Z) ^ :Ii(Have(i; Z)) ^ Ask(X; i;Give(i;X; Z))!Ii(Give(i;X; Z))) (15)5As it stands this formula appears contradictory. This is because we have, for simplicity, ignoredthe treatment of time. Of course, the complete speci�cation of this example (which is not ourmain focus) would need time to be handled. We could do this by including time as an additionalargument to each predicate, in which case the unicity formula would read B : Bi(Have(X; Z; t) ^Give(X; Y;Z; t)! :Have(X;Z; t+1)). Doing this would involve making the base logic for each unit\time capable", for instance by using the system introduced by Vila [44].15



Both agents also have a similarly simplistic theory of planning (but again one whichsu�ces for our example), again forming part of the theory of their belief units. Incrude terms, when an agent believes that it has the intention of doing something andhas a rule for achieving that intention, then the pre-conditions of the rule becomenew intentions. Recall that the ! between the Pi and Q is not material implication.Parsimony. If an agent believes that it does not intend something, it does not believethat it will intend the means to achieve it.B : Bi(:Ii(Q)) ^ Bi(P1 ^ : : : ^ Pj ^ : : : ^ Pn ! Q)! :Bi(Ii(Pj)) (16)Reduction. If there is only one way of achieving an intention, an agent adopts theintention of achieving its preconditions.B : Bi(Ii(Q)) ^Bi(P1 ^ : : : ^ Pj ^ : : : ^ Pn ! Q)^ :Bi(R1 ^ : : : ^Rm ! Q)! Bi(Ii(Pj)) (17)where R1 ^ : : : ^Rm is not a permutation of P1 ^ : : : ^ Pn.Unique Choice. If there are two or more ways of achieving an intention, only oneis intended. Note that we use 5 to denote exclusive or.B : Bi(Ii(Q)) ^Bi(P1 ^ : : : ^ Pj ^ : : : ^ Pn ! Q)^ Bi(R1 ^ : : : ^ Rm ! Q)!Bi(Ii(P1 ^ : : : ^ Pn))5Bi(Ii(R1 ^ : : : ^ Rm)) (18)where R1 ^ : : : ^Rm is not a permutation of P1 ^ : : : ^ Pn.As mentioned above, we acknowledge that both the theory of action and the theoryof planning are rather naive. The interested reader is encouraged to substitute theirown such theories if desired.Thus we have speci�ed the initial information the agents possess, (1{12), andprovided limited theories of action, (13{15), and planning, (16{18), to enable theagent to operate. This completes the theories in the units of the two agents. Finally,we need to give both agents some domain dependent bridge rules to link inter-agentcommunication and the agent's internal states:Request. When an agent (i) needs something (Z) from another agent (X), it asksfor it: I : Ii(Give(X; i; Z))) C : Ask(i;X;Give(X; i; Z)) (19)O�er. When an agent (i) has the intention of o�ering something (Z) to another agent(X), it informs the recipient of this fact:I : Ii(Give(i;X; Z))) C : Tell(i;X;Give(i;X; Z)) (20)Trust. When an agent (i) is told of a belief of another agent (X), it accepts thatbelief: C : Tell(X; i; BX('))) B : Bi(') (21)16



Awareness of intentions. Agents are aware of their intentions.I : Ii(�)) B : Bi(Ii(�)) (22)I : :Ii(�)) B : Bi(:Ii(�)) (23)Impulsiveness. When an agent believes it has an intention, it adopts that intention.B : Bi(Ii(�)) ) I : Ii(�) (24)With these bridge rules, the speci�cation of the two agents is complete. We have thusdemonstrated how the multi-context approach can be used to specify BDI agents. Inparticular, we have de�ned two home improvement agents which we will return to insubsequent sections after we have discussed argumentation and its use in negotiation.4 Agents and argumentationThe system of argumentation which we use as the basis for negotiation is based uponthat proposed by Fox and colleagues [11, 22]. As with many systems of argumen-tation, it works by constructing a series of logical steps (arguments) for and againstpropositions of interest and as such may be seen as an extension of classical logic. Inclassical logic, an argument is a sequence of inferences leading to a true conclusion. Inthe system of argumentation adopted here arguments not only prove whether propo-sitions are true or false, but also suggest that propositions might be true or false. Thestrength of such a suggestion is ascertained by examining the propositions used inthe relevant arguments. This form of argumentation may be seen as a formalisationof work on informal logic and argumentation in philosophy [43], though it shouldbe stressed that it was developed independently. It is summarised by the followingschema: � ` (';G)where � is the set of formulae available for building arguments, ` is a suitable conse-quence relation, ' is the proposition for which the argument is made, and G indicatesthe set of formulae used to infer ', with G � �. The pair (';G) may also be extendedto the triple (';G; �) to take account of the fact that ' may not be known to be trueby giving it a degree of belief � [22].The remainder of this section extends this system of argumentation to the multi-agent case and demonstrates how it can be used within the agent architecture intro-duced in Section 3. Again this is described �rst in a general setting in Section 4.1and then, after a discussion of complexity issues (Section 4.2), in the setting of BDIagents (Section 4.3).4.1 Multi-context multi-agent argumentationWe �t argumentation into our multi-context agents by building arguments using therules of inference of the various units and the bridge rules between units. However,there is an important di�erence between the system of argumentation we employ andthat used by other authors [8, 9, 24, 29]. This is as follows. Often the grounds of17



an argument are just the formulae from which the argument is built; it is taken forgranted that the agent in question can build the necessary proof from the groundswhen desired. However, this assumption does not necessarily hold in multi-agentsystems. In particular, di�erent agents may have di�erent rules of inference withintheir units and di�erent bridge rules between them. This means that there is noguarantee that other agents are able to reconstruct the proof for a formula fromthe formulae on which it is based. Hence, the grounds must contain complete proofs,including the rules of inference and the bridge rules employed, and we need to augmentthe notation for arguments to identify which rules of inference and which bridge rulesare employed. We do this by exploiting the fact that rules of inference and bridgerules have a similar deductive behaviour and can be denoted in an identical way. Wealso need to identify the agent making the argument. We use:� `d 'with d = afr1;:::;rng, to mean that the formula ' is deduced by agent a from the setof formulae � by using the set of axioms, inference rules or bridge rules fr1; : : : ; rng6.When there is no ambiguity the name of the agent will be omitted. The following areexamples of the use of the notation to de�ne deductive steps in agent a. In the �rstthe agent uses the \request" bridge rule (19) to create a request from an intention,and in the second it applies an inference rule (mp stands for modus ponens) to twoformulae in unit I :fI : Ia(Give(b; a; nail))g `af19g C : Ask(a; b;Give(b; a; nail))fI : p; I : p! qg `afmpg I : qMaking the rules of inference and bridge rules explicit means that they become part ofthe argument. This then makes it possible to build arguments about the applicabilityof such rules. As a result, agents which use di�erent logics, and which thereforeuse di�erent rules of inference and bridge rules, are in principle able to engage inargumentation about which rules are valid. However, to do this in practice is complexsince we need to �nd ways of representing the reasoning mechanism of other agentswithin individual agents so that each agent has a model of the ways in which itsacquaintances reason. While it is one of our main lines of continuing research, we willsay little more about it in this paper.At this point we should also say a few words about the relationship between ourdescription of arguments and the meta-theory of our agents. When we describe anargument we are making a statement in the meta-theory of the agent concerned sincewe are talking about what the agent may prove. Thus we could talk about argumentsin general purely in terms of statements in the meta-theories of agents. However,we choose not to since we don't think that it adds anything to the explanation, andpossibly even makes things less clear.In the remainder of the paper we drop the `B :', `D :' and `I :', once again tosimplify the notation. With this in mind, we can de�ne an argument in our framework:De�nition 1 Given an agent a, an argument for a formula ' in the language of ais a pair ('; P ) where P is a set of grounds for '.6Here we give just the name of the axioms and rules. Strictly, however, we should give the axiomsand rules themselves since agents will not necessarily use the same naming conventions.18



It is the grounds of the argument which relate the formulae being deduced to the setof formulae it is deduced from:De�nition 2 A set of grounds for ' in an agent a is an ordered set hs1; : : : ; sni suchthat:1. sn = �n `dn '; and2. every si, i < n, is either a formula in the theories of a, or si = �i `di  i; and3. every pj in every �i is either a formula in the theories of agent a or  k, k < i.We call every si a step in the argument.For the sake of readability, we will often refer to the conclusion of a deductive stepwith the identi�er given to the step. Thus if we have an agent k which is equippedwith propositional logic and the theory fa ^ bg then it would have an argument(a; hfa ^ bg `kf^�eliminationg ai). If, instead, k had the theory fa; a ! b; b ! cg,then it would have an argument (c; hs1; s2i) where s1 = fa; a ! bg `kfmpg b, ands2 = fb; b! cg `kfmpg c.We distinguish tautological arguments, those arguments which do not rely onformulae from the agent's theories:De�nition 3 An argument (';P) is tautological if all deductive steps in P are builtusing only rules of inference, bridge rules and axioms of the logics of the agent's units.So, considering agent k again, the agent can build a tautological argument for anyof the axioms and theorems of propositional logic. Thus the agent can build theargument (a! (a_ b); hs1i) where s1 = fg `kfA2g a! (a_ b)7. Clearly the notion ofa tautological argument will vary between agents when agents use di�erent rules ofinference and di�erent bridge rules. Thus agents which use such di�erent rules willdi�er in the way in which they classify arguments. The e�ects of this are, once again,out of the scope of this paper.It is also helpful to distinguish consistent arguments (since we allow inconsistentones even though we don't make use of them):De�nition 4 We say that an argument ('; P ) is consistent if there are no si; sj 2 Psuch that si = �i `di  and sj = �j `dj : . We also call such an argument non-trivial.Now, because in argumentation a proof for a formula only suggests that the formulamay be true (rather than indicating that it is true), we can have arguments for andagainst the same formula. In particular, given an argument for a formula, there aretwo interesting types of argument against it; arguments which rebut it and argumentswhich undercut it:De�nition 5 An argument ('i;Pi) rebuts an argument ('j ;Pj) if 'i attacks 'j .7Where \A2" stands for the second axiom of the formulation of propositional logic given byWhitehead and Russell in their Principia Mathematica and restated by Hughes and Cresswell [17],which is a! (a _ b). 19



Note that the notion of \attack" is de�ned in Section 4.3; for the moment it isconsidered primitive, but can be thought of as meaning that the arguments disagreeover the truth of 'i and 'j .De�nition 6 An argument ('i;Pi) undercuts an argument ('j ;Pj) if there existssk 2 Pj such that (1) sk is a formula and 'i attacks sk, or (2) sk = �k `dk  and 'iattacks  .The reason that we don't de�ne what we mean by \attack" here is that it dependsupon the logic in which arguments are built. Thus in propositional logic it makessense for any formula ' to attack its negation :' and vice versa. However, in amodal logic of intention this no longer makes sense since such a notion of attack willnot capture the clash between I(p) and I(:p). However, the ideas of undercuttingand rebutting hold whatever the kind of attack. To illustrate them, let us revisitour friend k assuming it now has an expanded theory fa; a ! b; b ! c; a ! d; d !:c; a! e; e! :bg. Now k can build three arguments:(c; hfa; a! bg `kfmpg b; fb; b! cg `kfmpg ci)(:c; hfa; a! dg `kfmpg d; fd; d! :cg `kfmpg :ci)(:b; hfa; a! eg `kfmpg e; fe; e! :bg `kfmpg :bi)Since in propositional logic c and :c attack one another and b and :b attack oneanother, the second of these rebuts the �rst, while the third undercuts the �rst.Relationships between arguments such as rebutting and undercutting have beenwidely studied, for instance by [8, 24, 29, 45]. The notions that we use here are broadlyin line with the consensus on the issue. However, there is another form of con
ictbetween arguments which stems from the inclusion of rules of inference and bridgerules in the argument. This is, as hinted at above, that one argument might attackthe use of a rule used to build another argument. This form of attack is beyond thescope of this paper, so we will discuss it no further. It should be noted that, unlikesome other authors, we do not present a universal de�nition of what it means forone argument to attack another. We �rmly believe that the form of attack dependsupon the underlying language, and so, in our terms, will depend upon which unitsarguments are built in and what the units represent. We discuss notions of attackrelevant to BDI agents in Section 4.3.Our motivation for classifying arguments in terms of rebutting and undercuttingis that it allows us to split arguments into classes of acceptability, again following [9]and our previous work on argumentation in multi-agent systems [28]. We have, inorder of increasing acceptability:A1 The class of all arguments that may be made from �.A2 The class of all non-trivial arguments that may be made from �.A3 The class of all arguments that may be made from � for propositions for whichthere are no rebutting arguments that may be made from �.A4 The class of all arguments that may be made from � for propositions for whichthere are no undercutting arguments that may be made from �.A5 The class of all tautological arguments that may be made from �.20



Informally, the idea is that arguments in higher numbered classes are more acceptablebecause they are less questionable. Thus, if we have an argument for a proposition 'which is in class A4, and an argument for  which is in A2, then the better argumentis that for '. Since any argument from any class is included in all classes of loweracceptability, there is an order over the acceptability classes de�ned by set inclusion:A5(�) � A4(�) � A3(�) � A2(�) � A1(�)Thus arguments in smaller classes are more acceptable than arguments in largerclasses. Acceptability is important because it gives agents a way of deciding howto revise what they know (see Section 5). Clearly the acceptability class of an ar-gument is local to an agent since it is depends upon the database from which theargument is built.We should also point out that, even when handling contradictory arguments, theprocess of building arguments is monotonic. If we can build an argument for ' instandard propositional logic, then we can always build an argument for it, even ifwe are able to build an argument for :' later. However, the process of coming toconclusions using arguments is non-monotonic. If we have an argument for ' andno argument for :', then we conclude '. If later we can build an argument for :'which is more acceptable than the argument for ', then we change our conclusion to:'.4.2 Complexity analysisThe computational complexity of the argumentation process is clearly dependent uponthe language in which the arguments are built. Furthermore, it is possible to state theconstruction of an argument for a formula ' from a set of formulae � as a satis�abilityproblem|is �[f:'g satis�able? Thus the complexity of building arguments dependsupon the complexity of satis�ability in the language in question. If the language isfull �rst order logic, then the problem of building an argument for ' is semi-decidablesince satis�ability in �rst order logic is semi-decidable. Similarly, if the language isfull propositional logic, the problem is decidable but NP-complete. However, if werestrict the language to propositional Horn clauses (which, with a �nite language,can be a fully instantiated set of �rst order Horn clauses) things are rather better.Indeed, the problem of building an argument is not only decidable but also may beachieved in time proportional to the number of propositions in the language [16]. Theproblem of building a rebutting argument is equivalent to building an argument fora proposition, so this is also decidable and takes time proportional to the size of thelanguage. In the worst case undercutting an argument involves attempting to rebutevery step in the argument, and so is also decidable in time which is proportionalto the product of the number of propositions in the language and the length of theargument in question.4.3 Argumentation in BDI AgentsTo instantiate our argumentation model within the context of a particular agentarchitecture, like the one proposed in Section 3.2, we need to say exactly when twoformulae attack one another. This is a rather more complex issue than is the case21



in single agent argumentation when two formulae attack one another if one is thenegation of the other. In our BDI agents, the complication comes largely from the\modalities" since there is no con
ict between an agent which believes ', that isBi('), and one which believes :', that is Bj(:'). Con
icts only occur when:1. agents have opposite intentions (since then they actively intend to bring aboutincompatible results);2. one agent intends to change a particular mental state in another agent; in otherwords intends to persuade another agent to believe (or desire or intend) thenegation of one of its current beliefs (respectively desires or intentions).That is:1. Ii(') attacks Ij(:'). For example, \Carles intends to be Prime Minister",ICarles(Prime(Carles)), attacks \Simon intends that Carles is not Prime Min-ister", ISimon (:Prime(Carles)).2. Ii(Mj(')) attacks Mj(:') where M stands for any one of B, D, or I . Forexample, \Kate intends that Simon believes that God exists", IKate(BSimon(God)), attacks \Simon believes that God does not exist", BSimon (:God ).In the �rst case Simon and Carles are in con
ict about who should be Prime Min-ister. In the second case there is a con
ict because Kate wants to change Simon'sbeliefs to a view that is the opposite of what he already believes. The second casecan be generalised so that Ii(Mj1(Mj2('))) attacks Mj1(:Mj2(')) and also attacksMj1(Mj2(:')) where j1 and j2 are agent identi�ers and the Mj are placeholders forany of B, D and I . Thus we get the following de�nition:De�nition 7 Given agents i and j, we say that a formula 'i of the language of agenti attacks a formula 'j of the language of agent j if one of following cases hold:1. 'i = Ii(') and 'j = Ij(:')2. 'i = Ii(Mj1(Mj2(: : :Mjk (: : :Mjn(') : : :) : : :))) and either(a) 'j =Mj1(Mj2(: : ::Mjk (: : :Mjn(') : : :) : : :)) with 1 � k � n, or(b) 'j =Mj1(Mj2(: : :Mjk(: : :Mjn(:') : : :) : : :))With this notion of attack, our use of rebut, undercut and the acceptability classes isa natural extension of the use proposed by Elvang-G�ranssen et al. [9] to the multi-agent case. The di�erence is as follows. The notion of attack proposed by Elvang-G�ranssen et al. would recognise the con
ict between Ia(') and :Ia(') (which in ourapproach would be inconsistency), but would not identify the con
ict between Ia(')and Ib(:'). Our extension, by virtue of the fact that it looks inside the modalities,is able to detect this latter type of attack. This is important because it is the latterform of attack that �gures most prominently in interactions between agents. Becauseit does not seem as important in the interaction between agents, at the momentwe have nothing much to say about the handling of inconsistency within our multi-context agents. However, it might well be the case that an agent will have to deal withcontradictory beliefs Ba(') and :Ba('), and if it becomes necessary to handle suchsituations, it seems likely that we can make use of the argument-based approaches todealing with inconsistency which already exist.22



5 Negotiation as argumentationThe next point to address is how negotiation by argumentation proceeds, considering,for simplicity, just the two-agent case8.5.1 Argumentation and the negotiation processThe �rst step is the selection by agent a of an intention to be satis�ed, Ia('). Agenta may �rst try to �nd a proof for it based on its own resources. If this is not possible,then the use of an external resource is necessary and a negotiation with the owner ofthe resource is started. Let's assume the owner is called b. In this latter case, agenta builds an argument ( a; Pa), where  a is a proposal containing the requirement forthe resource to be transferred, and then passes it to agent b9. Having received thisargument, agent b then examines ( a; Pa) to see if it agrees with the suggestion. Thesimplest case is when agent b can �nd no reason to disagree with the suggestion, andso simply responds with a message to indicate its agreement10. More interesting casesoccur when agent b does not agree with the suggestion, and there are two types ofsituation in which this may happen.The �rst situation is that in which the suggestion directly con
icts with b's ob-jectives. This state of a�airs is detected when b can build an argument ( b; Pb) suchthat  b attacks  a. In other words, this kind of con
ict occurs when b can buildan argument that rebuts the initial suggestion (De�nitions 5 and 7 case 1). Thesecond kind of con
ict occurs when agent b does not reject the suggestion made bya, but one of the steps by which the suggestion is reached. In other words, b canbuild an undercutting argument ( 0b; P 0b) for ( a; Pa) (De�nition 6). This may occurbecause  a con
icts with one of agent b's intentions (De�nition 7 case 1), or becausein constructing the suggestion, agent a made an incorrect assumption about one ofb's beliefs desire or intentions (De�nition 7 case 2). In either case b informs a of itsobjection by sending back its attacking argument.Whatever the form of attack, the agents can reach agreement so long as a can either�nd an alternative way of achieving its original objective, or a way of persuading b todrop its objection. If either type of argument can be found, a will submit it to b. Ifagent b can �nd no reason to reject the new suggestion, it will be accepted and thenegotiation will end. Otherwise the process may be iterated (see Figure 1).Considering this kind of negotiation process, it is clear that it falls within theframework suggested in Section 2. Firstly, it provides a means of generating propos-als by constructing arguments for an agent's intentions. This construction processalso has the e�ect of generating explanations, in the form of the grounds of these ar-guments, which can be passed to other agents if desired. Once the proposal is made, itis evaluated by other agents which attempt to build arguments against it. Any such8It should be stressed that the limitation to the two-agent case is purely pragmatic in that itmakes the description easier. There is no obvious reason why the procedure described here cannotbe extended to an arbitrarily large number of agents.9Of course, an agent need not pass the grounds for its requirement to other agents if this wouldnot be in its interests, but if it does, negotiation is likely to be completed more quickly (as discussedin Section 2). For the purposes of this paper we assume that the `Ask' is always passed with theargument for the formula in question.10Thus, for the purposes of this paper, we assume that an agent accepts a proposal unless it canbuild an argument against it. 23



arguments are critiques. Attempting to build arguments against the proposal alsogives a means of generating counter-proposals. Furthermore, when the grounds of ar-guments are passed between agents they serve as a guide to acceptable solutions andso act as meta-information, and one can imagine agents passing parts of the groundsfor their critiques or counter-proposals in isolation as additional meta-information.The acceptability classes are necessary for two reasons. Firstly, they are themeans that an agent uses to determine how strongly it objects to proposals. If, whenevaluating a proposal, the agent discovers the proposal falls into classes A4 or A5,then it is accepted. If the proposal falls into class A2 or A3, then it is a suggestionthat might be accommodated by �nding an alternative way of achieving the initialintention. If the proposal falls into class A1 then there is something seriously wrongwith it, and a completely new proposal is indicated. The second use of acceptabilityclasses is to evaluate proposals internally before sending them as suggestions. Clearlyit is sensible for an agent to vet its proposals to ensure that they are not detrimental toit, and the acceptability class mechanism provides a way of rating possible suggestionsto ensure that only the best is sent.5.2 An example of two negotiating agentsUsing the home improvement agents speci�ed earlier, we illustrate the ideas intro-duced in Sections 4 and 5.1.Step 1: Agent a tries to �nd a proof for Can(a; hang(picture)) because of its in-tention Ia(Can(a; hang(picture))). The most useful11 proof it can build is basedon Ba(Have(a; nail)), which in turn, by the theory of planning, makes the beliefBa(Ia(Give(b; a; nail))) true. This is transformed, by means of bridge rule 24, intoIa(Give(b; a; nail)). More formally, agent a builds an argument(Ia(Give(b; a; nail)); Pa)where Pa is12:fIa(Can(a; hang(picture)))g `22 Ba(Ia(Can(a; hang(picture)))) (25)f(25); (17); (7)g `mp Ba(Ia(Have(a; nail))) (26)f(6); (13)g `mp Ba(Give(b; Y; nail)! Have(Y; nail)) (27)f(27); (26); (17)g `mp Ba(Ia(Give(b; a; nail))) (28)f(28)g `24 Ia(Give(b; a; nail)) (29)This is then converted into an action using bridge rule 19:f(29)g `19 Ask(a; b;Give(b; a; nail))11Note that because of the fact that in a strong realist agent any intention is also a belief, a canbuild a proof based only on Ia(Can(a; hang(picture))) by application of the strong realist bridgerules. However, this proof gives no indication of how the intention can be achieved and so is not asuseful as the proof we detail.12In what follows, `mp' stands for modus ponens, `mt' stands for modus tollens and `pt' standsfor particularisation. Because of space limitations, we omit the axioms of the unit in which thededuction is made. Recall that we use equation numbers to refer to the conclusion of a step ratherthan the step itself (thus (25) stands for Ba(Ia(Can(a; hang(picture))))).24



When agent a generates the argument (Ia(Give(b; a; nail)); Pa) it is placed in accept-ability class A4 since a cannot build any undercutting arguments against it and so adeems it to be a suitable suggestion to be passed to b.Step 2: Unit C of agent b receives the formula Ask(a; b;Give(b; a; nail)), which, asspeci�ed, brings with it the argument:(Ia(Give(b; a; nail)); f(25); (26); (27); (28); (29)g)Now, agent b has its own goal, Ib(Can(b; hang(mirror))), which as we will see formsthe basis of its argument: (Ib(:Give(b; a; nail)); Pb)where Pb:fIb(Can(b; hang(mirror)))g `22 Bb(Ib(Can(b; hang(mirror)))) (30)f(30); (12); (17)g `mp Bb(Ib(Have(b; nail))) (31)f(31); (14)g `mt Bb(Ib(:Give(b; Y; nail))) (32)f(32)g `pt Bb(Ib(:Give(b; a; nail))) (33)This argument rebuts the argument for Ia(Give(b; a; nail)). This means that for agentb both arguments are in class A2 (since they mutually rebut one another but theyare consistent). Assuming the agents are rational, and given that both arguments arein the same class, b will probably prefer (by some utility analysis) the second argu-ment since this enables it to satisfy one of its intentions (adherence to the argumentproposed by a would clobber its intention of hanging the mirror). According to ournegotiation model (Section 2), b will return the second argument to a as a critique.Step 3: When agent a receives the argument from b it classi�es both its originalargument and the incoming argument as class A2 since they are both rebutted (byeach other). Thus its original argument moves from A4 to A2. In response, agent agenerates a new argument which provides an alternative way of hanging the mirrorthat will satisfy b's goal without using the nail:(Ba(:Ib(Have(b; nail))); P 0a)where P 0a is13:f:Ia(Can(a; hang(mirror)))g `23 Ba(:Ia(Can(a; hang(mirror)))) (34)f(34); (16); (8)g `mp :Ba(Ia(Have(a; screw)))^ :Ba(Ia(Have(a; screwdriver))) (35)f(35)g `sr :Ia(Ia(Have(a; screwdriver)))^ :Ia(Ia(Have(a; screw))) (36)f(35); (3); (5); (15)g `mp;pt Ba(Ask(b; a;Give(a; b; screw))!Ia(Give(a; b; screw)))13`sr' stands for the set of bridge rules associated with strong realism.25



^ Ba(Ask(b; a;Give(a; b; screwdriver)) !Ia(Give(a; b; screwdriver))) (37)f(37); (8)g `mp Ba(Ask(b; a;Give(a; b; screw))^ Ask(b; a;Give(a; b; screwdriver))! Can(b; hang(mirror))) (38)f(18); (38); (12)g `mp Ba(:Ib(Have(b; nail))) (39)This argument is classi�ed in A4 since a can neither rebut nor undercut it. Agenta then sends this latest argument to b as a counter-proposal. Agent b cannot buildany arguments which attack this new argument and so it is classi�ed as being inA4. Given the strength of the new argument, b accepts it. Here the crucial pointis that b cannot construct a rebuttal for the new argument as a subargument of itsprevious argument because it can no longer use the reduction planning rule (17).This is because b has now acquired a new rule for hanging mirrors (as part of thenew argument), and, because of the \Trust" bridge rule (21), has added this rule toits set of beliefs. Moreover, the second argument can no longer be maintained for thesame reason, so a's original argument is reclassi�ed as being in A4. Hence agent awill receive the nail, agent b will ask for the screw and the screwdriver and both willreach their goals.Note that step 36 is crucial in the construction of the undercutting argument. Thisstep depends upon the fact that agent a has the bridge rules associated with strongrealism and so can go from :Ba(Ia(Have(a; screw))) to :Da(Ia(Have(a; screw)))and hence to :Ia(Ia(Have(a; screw))). If the agent did not have these bridge rules(eg. it had those of realism or weak realism) a would not have been able to come upwith its �nal suggestion. This gives some hint of the 
exibility of our approach andshows that changing some basic assumptions about the relations between the unitsmakes a substantial di�erence to the behaviour of the agents.5.3 Other views of dialogueThis section has shown how agents built using our multi-context approach can useargumentation as a means of negotiating in the sense described in Section 2. Asmentioned there, this is a particular view of what it means to negotiate|a viewwhich is common within the �eld of multi-agent systems. However, this is a broadview, and there is merit in considering other ways of classifying the kind of dialoguewhich we have demonstrated is possible using or approach. A suitable framework forperforming this kind of classi�cation is that provided by Walton and Krabbe [46].Walton and Krabbe distinguish six basic types of dialogue based on the situationat the start of the dialogue, the goals of the dialogue itself, and the goals of theparticipants in the dialogue. The results of their deliberations are summarised inTable 1.Using this classi�cation, we can see that the example dialogue we have presentedincludes elements of persuasion, negotiation, information seeking, and deliberation.Taking a high level view of what is going on, namely that two agents are trying todecide on a common course of action, the dialogue is what Walton and Krabbe term a\deliberation". However, because the initial proposal identi�es a con
ict of interests,26



Type of Dialogue Initial Situation Participant'sGoal Goal of DialoguePersuasion Con
ict of opin-ions Persuade otherparty Resolve or clarifyissueInquiry Need to haveproof Find and verifyevidence Prove (disprove)hypothesisNegotiation Con
ict of inter-ests Get what youmost want ReasonablesettlementInformation seek-ing One party lacksinformation Acquire or giveinformation ExchangeinformationDeliberation Dilemma or prac-tical choice Co-ordinate goalsor actions Decide bestcourse of actionTable 1: Walton and Krabbe's classi�cation of dialoguesin particular about the use of the limited resources available to the agents, the agentsalso engage in a \negotiation". This negotiation proceeds by \persuasion", in whichthe agents clarify the situation, and the persuasion is achieved by means of \informa-tion seeking", where the agents share information (in the grounds of the argumentsthey exchange). Thus one view of what we are proposing is that it is a general mech-anism for inter-agent dialogue which allows the agents to shift seamlessly betweenthe various types of dialogue identi�ed by Walton and Krabbe. For completeness, weshould point out that one can also cast the high level view of the agent interaction asbeing an \inquiry" since the agents are attempting to assemble a proof that they areable to achieve their goals using the resources at their disposal.The idea that argumentation provides an overarching framework for di�erent typesof dialogue also has echoes in the work of Loui and Moore [25]. They argue that thegame theoretic account of negotiation fails to take account of a number of importantaspects of the negotiation process, from our point of view most notably: arguing fora proposal, informing, reporting overlooked possibilities, and pursuing sub-dialogues.They then argue that all these aspects can be captured by a model of negotiationwhich draws upon ideas from arti�cial intelligence. Thus our work and that of Louiand Moore to some extent mutually support one another. Loui and Moore providean eloquent justi�cation for models of negotiation such as ours to be taken seriously,and we provide a concrete example of just the kind of model that they argue in favourof (though our model would need to be extended in order to capture all the kinds ofdialogue that they deal with).
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6 Related workThis paper has dealt with a number of topics from various research areas|includingargumentation-based reasoning, formal models of agent architectures, multi-contextsystems, and multi-agent negotiation. Therefore a complete review of all relatedliterature is not possible. Instead we make passing comments on the �rst three areasand concentrate more fully on the �nal one because it is closest to our focus in thispaper. Traditionally work on argumentation-based reasoning has concentrated on theoperation of a single agent which argues with itself in order to establish its beliefs [8,9, 24, 29]. As indicated and discussed in Section 4, this basic approach and frameworkneeded to be extended to account for the multi-agent case in which several traditionalassumptions do not hold. Previous work which has produced formal models of agentarchitectures, for example dMARS [18], Agent0 [37] and GRATE* [19], has failedto carry forward the clarity of the speci�cation into the implementation|there isa leap of faith required between the two. Our work, on the other hand, maintainsa clear link between speci�cation and implementation through the direct executionof the speci�cation developed in our running example. There are also di�erencesbetween our work and previous work on using multi-context systems to model agents'beliefs. In the latter [14], di�erent units, all containing a belief predicate, are used torepresent the beliefs of the agent and the beliefs of all the acquaintances of the agent.The nested beliefs of agents may lead to tree-like structures of such units (called beliefcontexts). Such structures have then been used to solve problems like the three wisemen [5]. In our case, however, any nested beliefs are included in a single unit andwe provide a more comprehensive formalisation of an autonomous agent in that weadditionally show how other attitudes can be incorporated into the architecture.In terms of automated negotiation and argumentation there are a number of re-lated items of research. Bussmann and M�uller [3] draw upon social psychology todevise a negotiation model and algorithm that can be employed by agents in a co-operative environment. Their model is much richer than those found in traditionalmulti-agent systems (see [23] for a review) and accords well with our generic model.However it lacks a rigorous theoretical underpinning and it assumes that agents areinherently cooperative. Lâasri et al. [23] present a similarly rich negotiation model,although drawn from a predominantly multi-agent systems background, but againmake the limiting assumption of cooperating agents.Rosenschein and Zlotkin's research [36] is representative of a growing body ofwork on negotiation which is based on game theory. This work does not make thecooperating agent assumption; indeed agents are regarded as self-interested utilitymaximisers. Despite producing some important results, including some related todeceit and lying in negotiation, their work embodies a number of limiting assumptions.The main concerns are that the agents are assumed to have complete knowledge ofthe payo� matrix, and hence of the other agents' preferences, and also that preciseutility values can be provided. Our approach inherently assumes a partial informationperspective and is more qualitative in nature.Sycara's work on the Persuader system [41] employs argumentation as part of asystem that operates in the domain of labour negotiations. Although demonstratingthe power and elegance of the approach, her system has a centralised arbitrator tohandle the disagreements and is thus less general than ours. This work led to sub-28



sequent research by Kraus et al. [21] into providing a logical model of the processof argumentation. Their approach involves de�ning a new logic to de�ne the agent'sproperties and then identifying �ve di�erent types of argument that can be used inconjunction with their model (threats, rewards, appeals to precedent, appeals to pre-vailing practice, and appeals to self-interest). Our approach di�ers in that we adopt asystem of argumentation as our start point and put in place the basic infrastructurefor using argumentation as the negotiation metaphor. Their �ve types of argument,and many others besides, could be implemented in our system simply by instantiatingdi�erent behavioural rules within the individual agents [39].The �nal piece of related work we will discuss is perhaps the most closely related.Thom�e [42] has proposed a model of negotiation in which (i) agents negotiate byexchanging arguments, (ii) the generation of arguments is guided by looking at therelationship between the arguments, and (iii) these relationships are de�ned in termsof which arguments attack and defeat which other arguments. Furthermore, the modelis intended to allow agents to converge on a solution to resource allocation problemsby giving them an ever more complete view of the real state of the world (which, asin our model, is assumed to be incomplete initially). Thus Thom�e's model clearlyhas a lot in common with ours. However, there are signi�cant di�erences, most ofwhich result from the rather di�erent perspectives we have on the problem. Ourmodel starts from a clear picture of what an agent looks like, and grounds the systemof argumentation we propose in that, tying the relationship between arguments tothe mental states of the agents. Thom�e on the other hand starts from outside theagents, giving a more abstract view of argumentation which allows him to de�ne therelationship between arguments in terms of how likely they are to lead to agreement.This in turn means that he is able to ensure that the negotiation procedure he suggestswill lead to agreement, since at each step agents make proposals which are more likelyto be accepted.7 Conclusions and future workThis paper has presented a formal model of argumentation-based reasoning and ne-gotiation for autonomous agents. The model indicates how agents capable of 
exibleand sophisticated argumentation can be speci�ed both in general terms and in termsof a particular type of agent (namely a BDI agent). We have shown how agents canconstruct arguments to justify their proposals, how agents can critique proposals andhow agents can exchange arguments to help guide their problem solving behaviourtowards mutually acceptable solutions. There are three important bene�ts in terms ofthe practical implementation of our agents which follow from using the multi-contextapproach [6]. First, the modular organisation of the architecture's components (inour case the BDI modalities) in di�erent units reduces the complexity of the theoremproving mechanism. Second, it is easier to de�ne proof strategies as combinations ofthe simple deductive elements in the system (local reasoning in the units and the ap-plication of bridge rules) than it is to have a monolithic, all encompassing approach.Third, we are able to show a clear link to potential implementations of agents whichnegotiate and reason in the manner we have advocated. This link can be achievedby implementing the various units as concurrent theorem provers with connectionsbetween them as speci�ed by the bridge rules.29



We see this work as being an important step in our overall aim of building agentswhich negotiate. In particular, we see it as a necessary extension of work detailed in[39]. In that paper we described a negotiation protocol which allows for the exchangeof complex proposals and a language for expressing such proposals, and suggestedthat agents would build proposals that included compelling arguments for why theproposal should be adopted. This paper backs up the suggestion by indicating howargumentation can be used to construct proposals, create critiques, provide explana-tions and meta-information, and how an exchange of arguments may be used to guidetwo agents to agreement on some topic.A number of issues raised in this paper require further investigation. Most promi-nent amongst these is the need to produce an implementation which supports boththe generic de�nition of agent architectures and the speci�c instantiations for partic-ular types of agent. Secondly, the notion of attacking inference steps, as discussed inSection 4.1, needs to be more fully elaborated to both ascertain whether it is usefulfor negotiating agents and whether it can be achieved in a tractable manner. Thirdly,the means by which agents generate and rate arguments needs to be expanded. Ac-ceptability classes provide a means of ordering arguments, but it is likely that we willrequire the ability to provide a more �ne-grained ranking (see step 2 of the example inSection 5). Thus agents need detailed strategies and tactics, based on models of theiracquaintances and records of past encounters, to make more re�ned choices aboutthe quality of the arguments they are presented with. Finally, agents need e�ectiveinternal mechanisms for tracking and maintaining their arguments and propagatingchanges in their preferences as their knowledge changes over time (as illustrated instep 3 of the example in Section 5).AcknowledgementsThe authors would like to thank the anonymous referees for their perceptive commentson earlier versions of this paper. The second author was partly supported by SpanishMEC grant PR95-313 and the Spanish CICYT project SMASH, TIC96-1038-C04001.References[1] G. Attardi and M. Simi. A formalisation of viewpoints. Fundamenta Informati-cae, 23(2,3,4):149{174, 1995.[2] R. A. Brooks. Intelligence without reason. In Proceedings of the 12th Interna-tional Joint Conference on Arti�cial Intelligence, pages 569{595, 1991.[3] S. Bussmann and H. J. M�uller. A negotiation framework for cooperating agents.In Proceedings of the CKBS-SIG Conference, pages 1{17, 1992.[4] B. F. Chellas. Modal Logic: An Introduction. Cambridge University Press,Cambridge, UK, 1980.[5] A. Cimatti and L. Sera�ni. Multi-agent reasoning with belief contexts: Theapproach and a case study. In Proceedings of the 3rd International Workshop onAgent Theories, Architectures and Languages, pages 62{73, 1994.30
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