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1 IntroductionWhile interpreting data from a geographically distributed network of sensors can bedone centrally, a centralized approach su�ers from several disadvantages. First, the centralinterpreter is a single point of failure, meaning that if the one central system fails thenthe entire sensed area becomes unmonitored. Second, the central interpreter is a potentialbottleneck as several concurrently active phenomena in di�erent parts of the network allcompete for the single, central processing resource. Third, the communication needs in acentralized system are high, as large amounts of raw sensory data must travel long distancesto the central interpreter.In distributed sensor interpretation, interpretation systems are distributed around thesensor network, such that each system is responsible for only a local portion of the overallarea. These systems interpret their local information and exchange only their most abstractinterpretations in order to combine local views into a global interpretation. This approachincreases reliability by allowing graceful performance degradation as systems fail. That is,despite the loss of one interpretation system, the working systems still monitor the remainderof the area. Because the distributed systems interpret their local data in parallel, thereis a speedup in forming overall interpretations and there is no bottleneck. Finally, rawsensory data travels much shorter distances to local interpretation systems, and only highlyprocessed interpretations need to be transmitted over long distances between interpreters.Thus, distributed sensor interpretation has many advantages over centralized interpretation.To attain these advantages, however, the distributed interpretation systems must worktogether in a coordinated fashion to use their combined resources wisely and to integrate thepartial local interpretations into a coherent overall view. What makes this coordination achallenge is that each system has its own local information and objectives. The collection ofinterpretation systems needs to not only solve interpretation problems, but also coordinationproblems. Coordination problems include how to:� reconcile di�erences in interpretations;� send information to guide other systems' interpretation processes;� take advantage of received information to attend to promising interpretations and data;1



� decompose and relocate interpretation tasks to exploit other systems' resources;� coordinate the formation and exchange of partial and complete interpretations to formuseful hypotheses in a timely manner.We have developed partial global planning as a general coordination framework for solv-ing these problems. Using a distributed vehicle monitoring application as the context fordiscussion, we have previously described our framework at a conceptual level [13], and at thislevel have illustrated its ability to balance predictability and responsiveness among problemsolvers [15] and to enable task passing as well as result sharing [16]. In contrast, our ob-jective in this paper is to solidify how the conceptual framework maps into the particularapplication domain. Seen another way, we are delving into the characteristics of distributedhypothesis formation in the vehicle monitoring domain in order to motivate a more completedescription of the algorithms and data structures that transform our framework's conceptsinto practice. We present the concurrent activities of cooperating interpretation systemsworking in a speci�c experimental scenario to show how our framework improves coordi-nation, and we summarize additional experiments involving larger numbers of cooperatingsystems. When networks become larger, our framework's ability to organize the cooperatingsystems hierarchically becomes increasingly important, but limitations in how concurrentactivities are represented in our current framework become critical. These limitations arefundamental to all current frameworks, and we outline how our current research directionsare addressing these and other issues.1.1 Distributed Vehicle MonitoringThe partial global planning framework is particularly suited to coordinating problemsolving in distributed sensor networks (DSNs) that are employed in applications whose char-acteristics include the following:� more data could be sensed in an area than can be exhaustively processed in a timelymanner;� sensor and environmental noise generate data that need not be processed;2



� correlations between data sensed at nearby locations provides constraints on whetherand how that data should be processed;� sensor overlap leads to possibilities for duplication of processing e�ort;� sensing demands in a given area can vary over time.The emphasis in such networks is thus not only on fusing data to form encompassing hy-potheses, but also on using local and received information to guide processing decisions andto balance processing responsibilities. In the remainder of this paper, when we refer to aDSN, we are assuming a network with these characteristics.One example application of such a DSN is distributed vehicle monitoring, where thedistributed sensors attempt to identify and track vehicles as they move through an area.Figure ?? illustrates a simple network with four overlapping sensors. For simplicity, eachsensor's range is represented as a two-dimensional, square area. As vehicles move throughthe overall area, they pass among the ranges of di�erent sensors. A sensor collects data|inthis case acoustic data|at discrete sensed times (indicated by dots on the vehicle tracks,where a dot corresponds to signals over a spectrum of frequencies and where the size of a dotindicates the sensed signals' strengths), and sends this data to its associated interpretationsystem(s). In our example, each sensor is connected to a di�erent interpretation system(node), such that sensor-1 is connected to node-1, sensor-2 to node-2, and so on. The goal ofthe network as a whole is to converge on a consistent map of vehicle movements, generallyby integrating the partial tracks formed at di�erent nodes into a single complete map at anyof the nodes or into a consistent set of local maps distributed among the nodes. The mapinformation is passed on to some user of the DSN.** Figure ?? about here **We view the vehicle monitoring task as a search through the space of possible interpreta-tions of sensory data to �nd plausible, consistent interpretations of that data. An importantconsideration in vehicle monitoring is that large amounts of potentially noisy data arrivecontinuously, so that a strictly data-directed approach that exhaustively processes all ofthe data is prohibitively costly and impractical. Fortunately, the interrelationships betweendata can be exploited to improve the signal to noise ratio by using partial interpretations tomake predictions about subsequent data|predictions that can be used to focus processing3



on relevant and limited portions of the space of all possible interpretations. As vehicles movebetween the sensory ranges of di�erent nodes, therefore, it is imperative that nodes exchangehigh-level, partial interpretations that supply predictive information to guide each other intodeveloping important, consistent overall interpretations.Thus, nodes must carefully and intelligently allocate processing resources to build usefulhypotheses about vehicle movements quickly and to ignore noisy and errorful data. Althoughour framework supports tasks where sensor data arrives during interpretation activities, wewill assume that all of the data shown in Figure ?? arrives at the nodes before the nodesbegin processing the data. This simpli�cation clari�es the discussion below, but we haveapplied our framework to problems where data arrives incrementally as well [10].If each node works independently, then node-1 will process the more strongly sensed datain the upper left corner �rst (the d0 track), eventually recognizing that the signals cannotbe correlated into a believable track. The signals thus must correspond to sensor noise orechoes in the environment. Node-1 then processes the data that is part of the longer (d)track spanning the ranges of sensors 1-3. Node-2, meanwhile, has a large amount of noisysensor data, and must spend substantial amounts of time forming alternative interpretations(identifying di�erent possible vehicle types). Node-3 has clear data and quickly forms itspiece of the overall track. Node-4 has no data to process.By having the nodes coordinate their activities, we would hope that:� node-1 would give preference to interpreting the data that is more likely to be partof a jointly-developed track, even though this data is less strongly sensed, becausecon�dence in a track corroborated by several nodes is higher;� node-1 would quickly form a partial interpretation near node-2's range, so that it cangive node-2 predictive information about what type of vehicle it should track to beconsistent with what node-1 is tracking;� node-2 should use this predictive information from node-1 to focus �rst on interpreta-tions that can extend the partial interpretation it gets from node-1;� nodes 1-4 should evaluate how processing load is distributed among themselves topropose reallocations that would take advantage of otherwise idle resources (node-4);4



� nodes 1-4 should decide when and where their local interpretations should be trans-mitted such that a node with available processing resources receives hypotheses tointegrate in a timely manner.Our partial global planning framework gives nodes the ability to make coordinationdecisions such as these so that the network as a whole can quickly develop the most promisinginterpretations of the data with less wasted computation and communication.1.2 Partial Global Planning OverviewA principal concern in distributed sensor interpretation thus is how to control distributedactivity to: (1) e�ciently generate good candidate hypotheses; (2) �lter out noise and dataerrors; and, (3) combine evidence and hypotheses from multiple sources into coherent in-terpretations. If uncontrolled, the systems might waste computing and communication re-sources by working at cross-purposes, misallocating processing tasks, exchanging uselessinformation, and mistiming the exchange of information such that some systems are waitinginordinate amounts of time for results from others.Our partial global planning framework is especially suited to coordinating distributedinterpretation systems. Using our framework, interpretation systems that are individuallycapable of processing locally-received sensor data can be combined into a cooperative dis-tributed sensor network. Partial global planning gives an individual system the ability to (1)represent its own expected interpretation activities, (2) communicate about these expecta-tions with others, (3) model the collective activities of multiple systems, (4) propose changesto one or more systems' interpretation activities to improve group performance, and (5) mod-ify its planned local activities in accordance with the more coordinated proposal. Moreover,because new sensor data can arrive at di�erent sites asynchronously, our framework allowssystems to incrementally and adaptively coordinate their activities as circumstances change.Hence, partial global planning is a 
exible framework for improving coordination, leadingto optimal group performance in static domains (where nodes can accurately model howthey will work on stable sets of data), and to satisfactory performance in rapidly evolvingsituations.In the next section, we review prior technology for coordinating multiple AI systems,5



with particular emphasis on research in distributed interpretation systems. We then describethe foundations of the partial global planning framework, showing how it generalizes andencompasses many of the past approaches. Next, we describe a prototype implementationof partial global planning for a DSN task, and show how it can promote coherent teamworkamong systems that are performing distributed hypothesis formation. Our experiments inevaluating this prototype are discussed, and we conclude by outlining our current researchdirections for improving on and extending the partial global planning framework.2 Coordinating Problem-Solving SystemsThe partial global planning framework builds on ideas from the �elds of arti�cial in-telligence (AI) and distributed computing. AI contributes techniques for 
exibly applyingmultiple sources of knowledge to identify, reason about, and resolve uncertainty in possibleinterpretations of data and possible ways of coordinating. Distributed computing exploitsthe inherent parallel nature of distributed sensing tasks to increase the reliability and speedof processing. Our approach falls in the area where these �elds overlap, called cooperativedistribute problem solving (CDPS), which is concerned with how multiple intelligent sys-tems can reason about their individual and collective behaviors in order to cooperativelysolve large problems [19].CDPS has garnered a small but growing research community over the last 10 years [1, 22,25]. While most CDPS researchers have AI backgrounds and use AI methodologies, they havebeen drawn to the study of CDPS from di�erent motivations. Some have uncovered CDPSissues when trying to apply AI techniques to inherently distributed problems, while othershave been motivated by having distributed computing technology in need of applications.Some face pragmatic issues of extending the capabilities of existing knowledge-based systemsby allowing those systems to work together, and others use CDPS as a methodology fortesting theories about human cooperation.We can characterize the past CDPS approaches that are relevant to the DSN domaininto 4 categories: contracting, result-sharing, organizing, and planning.6



2.1 Previous ApproachesContracting. Contracting views CDPS as a process where large tasks are decomposed,subtasks are distributed among appropriate problem solvers, subtasks are achieved in par-allel, and subtask results are routed to suitable nodes who synthesize the results of largertasks from subtask results. Hence, the underlying perspective is one where there is one bigproblem and many potential problem solvers, and the goal of coordination is to utilize theproblem solvers to the utmost. This view of coordination as decomposing and distributingtasks is often called task-sharing [35].Research in this area has principally focused on subtask allocation, and the most well-known research developed the Contract-Net protocol that allowed nodes to use a biddingprocess to distribute tasks [7, 34]. This technique was applied to a DSN task, with particularemphasis on initializing the network so that appropriate nodes were allocated to di�erentsensor areas to ensure coverage. The overall task, that of building a map of vehiclemovementsthrough a large area, is given to a monitor node, which acts as the interface between the userand the network. The monitor node decomposes the overall area into subareas, and for eachsubarea announces a request for bids from other nodes who might take responsibility for thatsubarea. Nodes respond with bids that indicate their suitability for the task based on howwell they fall within the area to be monitored. The monitor node awards the task to thenode with the best bid. A subarea manager then further decomposes the task into subtasksfor detecting groups of related signals and for tracking di�erent types of vehicles. Thesetasks are contracted out using the bidding protocol, and the process continues until all taskshave been decomposed to a primitive level and contracted out. At this point, the networkis ready to begin monitoring the area because each node has gotten its responsibilities andeach task has been assigned to some node.Contracting represents a 
exible technique for making pairwise allocation decisions, wherecontractors use their bids to have input into what tasks they are assigned, and managersaward tasks to the best of the bidders. Thus, contractors and managers mutually select eachother. Mutual selection is a characteristic of the protocol that sets it apart from simplermechanisms for coordination where \masters" unilaterally decide what tasks \slaves" willperform. Other techniques involving contracting and negotiation have addressed applications7



for communication network management [3], for manufacturing systems [32], and for choosinga leading controller for rerouting air tra�c [2].Result-Sharing. While the emphasis in contracting is in distributing tasks that are as-sumed to initially arise in one location, result-sharing concentrates on problem domainswhere tasks are inherently and possibly unpredictably distributed [35]. In such domains,a number of problem solvers are distributed such that each has its own local informationthat it uses to solve problems, but the problems that the nodes are solving are potentiallyrelated. Because subproblems can be related di�erently at di�erent times, and becausenodes might have several di�erent subproblems to solve at any given time, a node cannotlocally determine which other nodes are currently working on related problems. Lacking amore global context for processing its data, a node initially can only form tentative partialsolutions from its data. The nodes must then engage in an iterative exchange of their ten-tative partial solutions, so as to identify relationships between their local problems and toconverge on consistent local solutions. Because of the uncertainty they face, nodes must beable to recover from incorrect initial decisions and tolerate inconsistencies in their partialsolutions. Result-sharing through iterative exchanges of tentative, uncertain information hasbeen termed functionally-accurate, cooperative [27].Considering how di�erently task-sharing and result-sharing approaches view cooperativeproblem solving, it is interesting to note that DSNs have been a fertile domain for study-ing each approach. Result-sharing DSN research has assumed that monitoring nodes aredistributed throughout the overall area to begin with, and that there does not have to bea hierarchical management structure above them as occurs in a contracting approach. In-stead, each node tracks vehicles within its area, and exchanges information with other nodesto build more global maps. The challenge in coordinating nodes is in giving each enoughknowledge to anticipate which other nodes could use its partial results, and to even focusits local processing on generating partial results that are of interest to others. Providing theadditional knowledge for this type of reasoning has been a motivation behind the organizingapproach to CDPS, as well as to our partial global planning approach.8



Organizing. Nodes that are organized have some general long-term knowledge about eachother's roles, interests, and responsibilities in network problem solving. Organizationalknowledge can be coupled with result-sharing techniques to guide nodes' local processingand communication activities, and can also be combined with task-sharing to help nodesfocus bid requests and other messages toward a relevant subset of the network. CDPSresearchers have used organizational concepts to propose alternative perspectives on howgroups of problem solvers coordinate their actions, including using organizational structur-ing as a form of meta-level control [5], viewing coordination as a process of organizing basedon settling and unsettling sets of questions [23], and applying organizational intuitions suchas the scienti�c community metaphor [26].Of particular interest to DSN applications is the work on organizational structuring tocontrol how nodes in a DSN form and exchange partial solutions [6]. This work exploreddi�erences between hierarchical and lateral styles of problem solving, and showed how aresult-sharing approach could be constrained to work e�ectively. One interesting observationthat arose from this work is that nodes in a network need some amount of \skepticism"regarding information they receive from each other to avoid conforming prematurely to oneinterpretation before independently searching for promising alternatives.Another observation that this work led to was that, to be generally e�ective, an organi-zation cannot restrict the roles of the nodes too much, but instead must give each enoughfreedom to �nd activities that it can perform in a range of situations. On the other hand,the more freedom a node has, the more di�cult it is for other nodes to anticipate its actions[17]. Thus, it appeared that additional, more dynamic, mechanisms must augment the use oforganizations|mechanisms that allow nodes to communicate about which of their possibleroles they were currently playing.Planning. Planning, when applied to coordination, means developing an explicit plan thataccounts for nodes' actions and interactions in achieving speci�c goals. Planning in CDPS,as in most of AI, has traditionally been viewed as developing an ordered set of operationsto achieve the desired goal(s), assuming that the only changes to the state of the worldare due to the planned operations. When multiple agents are involved, the plans usuallyinclude synchronization actions between the agents to enforce important orderings between9



their actions. Multiagent plans can be formed by a single, centralized agent [2, 24], or theplanning itself can be distributed among multiple agents [4, 33].One reason why multiagent planning paradigms have not seen much application to DSNwork is that multiagent planning has concentrated on issues of resource con
icts, and partic-ularly on synchronizing the actions of agents to avoid simultaneously attempting to accessa non-sharable resource (such as a tool or a location in the workspace). This emphasis oncon
ict avoidance is not as critical in DSNs, because the separate systems in DSNs can workindependently. Instead, DSNs need techniques for actively promoting cooperation ratherthan for simply preventing con
icts. A second reason that multiagent planning has hadlittle application to DSNs is that multiagent plans are coordinated at very detailed levelswhich requires very accurate and stable models of the goals and actions in the domain.Because DSN tasks are very dynamic and unpredictable, planning for DSN interpretationtasks cannot assume detailed coordination, but instead must coordinate at a more abstractlevel in order to maintain 
exibility and recover from unexpected events. Thus, althoughmultiagent planning has been used in simpli�ed air-tra�c control problems [2], traditionalmultiagent planning systems are unsuited for the dynamic behavior of DSNs.2.2 DSN RequirementsTo be fully successful in the type of DSN task exempli�ed by distributed vehicle mon-itoring, a technique for coordination must incorporate the strengths of all of these CDPSapproaches, allowing nodes to:� dynamically decompose and reassign interpretation tasks and responsibilities to utilizenetwork resources;� individually and collectively adapt quickly to changing data;� exploit their most current knowledge in deciding their own roles and the roles of othersin group problem solving;� balance the need to conform as a collective whole with the need to explore locallypromising interpretations;� selectively decide what partial interpretations to communicate and with whom;10



� organize their overall problem-solving responsibilities in many alternative ways;� tolerate inconsistencies in their interpretations and in how they view coordination.To make these requirements more concrete, consider what they mean in terms of thedistributed vehicle monitoring problem shown in Figure ?? (Section 1.1). In this example,the separate nodes should dynamically reassigning tasks and responsibilities so that node-4's processing power is not wasted. The nodes might assign tasks to process particular data(so node-1 might send some of its data to node-4), or they might assign responsibilities,such as making node-4 in charge of integrating the partial interpretations developed at theother three nodes. Node-1 should send a hypothesis about a short partial track to node-2, and we would want node-2 to adapt its interpretation plans quickly to this new databy focusing its attention on processing only its data that could extend the received partialtrack. Node-2 should have enough individual authority to change its plans without waitingfor approval for the change from every other node �rst, but we want it to alert the othernodes of the unilateral change so that they can adapt their plans as well. Although nodesmight have obsolete views of each other, they will eventually exchange updated informationand should react to the most up-to-date information by improving their local plans and theircoordination decisions. As an example of balancing conformity with autonomy, nodes 1-3will determine that they should work together on forming the long track, but each shouldhave the 
exibility to break this commitment if it later senses a more important vehicle.The nodes should not exchange every partial interpretation they form: If node-3 formsthe track including data d1 and d2, it should not send this to another node because no othernode can use this information. Node-3 will later extend this track to include d3, and thend4, and so on. Node-3 should therefore make a judicious decision about when it has builta su�ciently large partial result to make communication worthwhile [29]. As data arrivesand problem solving proceeds, nodes that initially were underutilized might become overlyburdened with processing data. For example, if data arrives over time, node-2 is initially idle,but once it begins receiving data the noise in its data overwhelm it quickly. Coordinationtechniques must allow nodes to modify local plans and propose individual and organizationalresponsibilities based on such changes. Finally, the coordination decisions and the underlyingproblem-solving mechanisms must be su�ciently robust to tolerate incorrect or out-of-date11



information, such as when node-2 uses the partial track from node-1 to focus its resources onprocessing compatible data �rst before considering unlikely alternative interpretations basedon the noisy data.Thus, distributed interpretation, as embodied in DSN applications, demands task-sharingand result-sharing, organization and planning. We have developed partial global planningas a uni�ed framework in which we integrate all of these di�erent approaches, and where thestrengths of di�erent approaches can dominate under appropriate conditions.3 Partial Global PlanningPartial global planning brings together a variety of previously distinct coordination ap-proaches by proposing a unifying perspective. This perspective starts with a planning view,where coordination is a matter of explicitly planning cooperative interactions. However,unlike traditional plans that rigidly dictate speci�c actions at speci�c times, our plans aremore 
uid and adaptable to changing information and circumstances. Plans, in our view,detail a node's problem-solving strategy and its expectations but, although a node attemptsto follow this strategy closely as long as it is appropriate, the node also has the ability tochange strategies as problem solving progresses. While carrying out a plan, moreover, a nodecan 
exibly elaborate details of the plan to meet the needs of the current situation.Coordination thus entails sharing enough tentative plan information so that at least onenode can establish a su�ciently global view to recognize how changes to local plans couldimprove coordination among nodes|changes such as having node-1 quickly form and sharepredictive information with node-2 in Figure ??. Note that any number of nodes couldpotentially collect plan information from others; the decision as to which node or nodesshould coordinate plans depends on domain requirements and constraints. Also, a node doesnot need a completely global view in order to improve coordination. A node only needs toknow about the part of the network that could a�ect it. As a node collects plan informationfrom other nodes, it combines its partial knowledge about the more global situation intopartial global plans (PGPs) that represent the collective activities of the nodes. The nodethen can propose changes to the PGPs (and in turn to its own local plans or to the localplans of other nodes) to improve group problem solving.12



The partial global planning framework integrates organizational concepts by introducingtwo types of organizations. One organization speci�es the long-term problem-solving rolesand responsibilities of nodes. A node uses this organizational knowledge to constrain itssearch for appropriate tentative plans, and to guide its expectations of other nodes' plans.The second organization, called the meta-level organization, gives nodes a framework fordeciding how to solve coordination problems. Therefore, two problems are being solvedsimultaneously in this type of network: the task-level problem (building a map of vehiclemovements) and the meta-level problem (deciding how to coordinate problem solving inorder to e�ectively solve the task-level problem).By combining planning and organizational concepts, our partial global planning frame-work enables nodes that are working on potentially related pieces of the same problem toexchange information in an organized way in order to plan joint activities to solve that prob-lem. Result-sharing is thus much more coordinated, leading nodes to exchange appropriateresults at the right time without unduly wasting network communication and computationresources. What is less obvious is that partial global planning is also a powerful frameworkfor task-sharing. To see this, �rst consider that an agreement over the exchange of tasks|acontract|is essentially a shared plan of action: The manager plans to send the task to thecontractor, the contractor plans to then perform the task and return the result, and themanager plans to collect the result and use it in some way. However, consider how in
ex-ible a contract looks when viewed as a plan, providing no room for concurrent activity orcounterproposing.In partial global planning, task-sharing is coordinated by allowing nodes to propose (andcounterpropose) potential plans that involve the transfer of tasks among themselves. Forexample, if a node wants help in processing half of its data, it builds a potential planindicating that, while it works on half of the data, some other (unspeci�ed) node is workingon the other half. It can pass this proposal to every other node or only to nodes that itbelieves are underutilized. A recipient node can accept the proposal by substituting its namein for the unspeci�ed node, or it can counterpropose by both substituting its name and bymodifying the plan (such that it only accepts a third of the data instead, for example). Notonly does the plan explicitly represent concurrency among local and transferred tasks, butit also allows more 
exibility in contracting because it permits counterproposing.13



With this high-level view of how partial global planning brings together di�erent ap-proaches to coordination into a single framework, we now go into more detail about theconceptual basis and the algorithms of partial global planning. The development beginsby looking at how an individual node models itself by building tentative plans, and thenaddresses how nodes use organizations and communication to exchange coordination infor-mation. We then examine how nodes model group activity by integrating local plans intopartial global plans, followed by how nodes improve coordination by searching for usefulmodi�cations to their partial global plans. Speci�cs about an implementation of partialglobal planning for the distributed vehicle monitoring task are given in Section 4.3.1 Self-Modeling Using PlansThe better a node can predict its future actions, the better it will be at coordinatingthose actions with the actions of others. In a vehicle monitoring task, for example, nodesthat can predict when they will form their pieces of an overall interpretation can decide howto exchange results as e�ciently as possible. Unfortunately, most domains are uncertain anddynamic, making individual and collective planning more di�cult. Vehicle monitoring in aDSN is an example of a very uncertain and dynamic domain, where a node's data set canchange unexpectedly because new vehicles (or noise) can be sensed. Even when the data setremains unchanged, moreover, the node could alter how it expects to process the data dueto unanticipated partial interpretations it forms.Our approach to these problems is to have a node use approximate knowledge to quicklyform very rough characterizations about all of the possible interpretations of its data. Thesecharacterizations represent possible problem-solving goals, and the node builds tentativeplans, each of which attempts to achieve (or refute) one or more of these goals. Becauseseveral goals might call for processing some common subset of data, one plan might initiallybe formed to pursue those goals, with the expectation that the plan might later be splitinto separate plans when the common data has been processed. Hence, although planningrelys on having coarse approximations of potential goals, the perceived goals can change overtime and planning will adapt. We describe techniques for economically forming and usingapproximations elsewhere [9, 30].A plan represents future activity at two levels of detail. At a high level, it outlines the14



major steps it expects to take in achieving the goal(s). This high-level plan represents along-term problem-solving strategy that not only guides detailed planning decisions, butalso is the view that can be shared with other nodes to give them a clear indication of whatproblem-solving activities the node will be engaged in. A plan also contains details of speci�cprimitive actions to achieve the next major plan step. As a plan is pursued, new details areadded incrementally [12]. Details can also be added in reaction to a changing situationwithout a�ecting the major plan steps. This gives a node the ability to continue predictablyfollowing its long-term strategy (and thus to behave as other nodes expect it) while stillretaining the 
exibility to react to minor unexpected contingencies. When the situationchanges radically, such as when very di�erent data arrives or problem-solving actions createpartial results that deviate wildly from expectations, the long-term strategy can change, andentire plans can change by having separate plans merge together or by having a single plansplit into plans for pursuing di�erent subsets of the original plan's goals. At any given time,the plans are ranked and stored on an agenda.We can specify a plan as a tuple of the form:h n tcreate G Slt Dst Pt Pc r iEach plan has its own unique name (n) and has a record of its creation time (tcreate).The plan's goals (G) are a set of objectives (fg1; : : : ; gng) to achieve, or to prove are notworth attempting to achieve. In interpretation tasks, the goals correspond to rough charac-terizations of the data that indicate potential interpretations.The representation of the long-term-strategy (Slt) is domain-dependent, but for in-terpretation tasks has the general form of a ordered list of planned-actions for dataprocessing. A planned-action ai represents a major step in the plan, and has the formh Di Pi test�start test�end abresest�partial i indicating the set of data Di to be processed, theprocedures Pi to be applied to the data, the estimated start (test�start) and end (test�end)times of the major step, and an estimate of the characteristics of, and con�dence in, theeventual abstract partial result (abresest�partial) that will be developed at the conclusion ofthe major plan step. The estimates are derived from the plan's predictions Pt and Pc (de�nedbelow). The order of the actions is computed by an algorithm that uses three general-purposeheuristic computations: (1) to prefer actions that concurrently achieve multiple goals; (2) to15



prefer actions expected to require less resources (especially time); and (3) to prefer actionsthat will strongly verify or refute that some goals are worth pursuing. Each of these heuris-tics returns a numeric rating for each of the actions, and these are weighted and summed torate the entire action. The long-term-strategy is thus the list fa1 a2 : : : ang such that (forall j between 1 and j � 1) 3Xi=1wihi(aj) > 3Xi=1wihi(aj+1):The short-term-details (Dst) corresponds to a set of primitive problem-solving opera-tions, where new operations are added to this list incrementally. Again, the speci�cation ofan operation is implementation dependent. For interpretation tasks, an operation indicatesthe speci�c data objects to be processed, the exact operator to be applied to the data, andprecisely the expected results of the processing. Results of one operation are typically usedas data for subsequent operations, assuming that data is processed in stages.The plan's time-predictions (Pt) and con�dence-predictions (Pc) contain estimatesof how long each major step of the long-term-strategy will take and the expected outcome ofeach step. For interpretation tasks, this corresponds to expectations about when successiveabstract partial interpretations will be formed and how strongly believed those interpreta-tions are expected to be. Estimates are based on default knowledge that is updated duringproblem solving so that past experiences can a�ect predictions. A plan's rating (r) re
ectsthe importance of pursuing the plan. Several factors go into the calculation of rating, in-cluding the con�dence-predictions (prefer plans that are expected to form higher con�dencesolutions) and the time-predictions (prefer plans that will form solutions sooner). By pur-suing highly-rated plans, a node attempts to form promising solutions in a timely manner.As a plan is executed, its slots are updated. New short-term-details are added whenneeded, experiences can a�ect the time- and quality-predictions, partial results of the plancan lead to changes in long-term-strategy or in goals, and ratings can change as a consequenceof partial results, arrival of new data, or costs of past processing.3.2 Organizations and CommunicationWe assume that nodes are initialized with commonly-known organizational informationabout roles, interests, and responsibilities. For example, when sensors in a DSN are statically16



arranged, then a node knows not only the region that it is responsible for and what typesof problems it can solve, but also which nodes are responsible for neighboring regions andwhat their capabilities are.But just knowing the possible roles and responsibilities of other nodes does not guaranteecoordinated problem solving. For example, when a node recognizes that a vehicle it istracking has entered the sensor region of a neighbor, should it surmise that the neighbor isnow tracking the vehicle? The neighbor might be, but it might also be performing tasksthat it considers more important instead, such as tracking vehicles that the �rst node hasno knowledge of, or integrating important partial tracks from another group of nodes. Thus,while an organization improves coordination by providing guidelines for how nodes mightcooperate, it also gives nodes enough 
exibility to potentially interact in uncoordinated ways.Using organizations that restrict nodes to very narrow ranges of tasks would remove this
exibility, but introduces di�erent ine�ciencies as very specialized nodes sit idle whenevertheir particular capabilities are not needed. We thus can conclude that relatively staticorganizations should be 
exible to allow nodes to undertake whatever tasks are currentlypending, but nodes should be able to dynamically update each other regarding which of theirpossible roles they are currently �lling [17].A node's plans embody the situation-speci�c expectations of activity that nodes need tore�ne their organizational knowledge dynamically. In our partial global planning framework,therefore, nodes communicate selected plan information in order to model near-term nodeactivities within the more general, long-term organizational structure.But while this approach seems sensible, it brings up new coordination questions such aswhat plan information should be sent, when, and to whom? While blindly sharing all planinformation with all nodes whenever plans are updated ensures nodes of having models ofeach other, this essentially result-sharing strategy is very ine�cient. Nodes should selectivelyencode and exchange plan information in a structured manner to maximize coordinationwith minimal additional communication and computation overhead. When viewed this way,deciding how to coordinate is itself a distributed problem that nodes must solve, and weagain turn to using organizational information to guide group problem solving.The nodes' meta-level organization speci�es, for each node:1. nodes it has authority over { it receives plan information from these nodes, identi�es17



how related plans should change to improve coordination, and sends modi�ed planinformation back;2. nodes that have authority over it { it sends plan information to these nodes, receivesmodi�ed plan information back, and can adopt the modi�ed plans;3. nodes that have equal authority { it sends plan information to and receives plan in-formation from these nodes, and each node can use this plan information however itwants to locally.The meta-level organization can indicate centralized coordination (where one node hasauthority over all others), hierarchical coordination (where some number of middle manage-ment levels lie between the top node and the bottom nodes), and lateral coordination (whereall nodes have equal authority). Typically, a node is only informed about other nodes withequal authority if the node and the other nodes have no common \supervisor" at a higherlevel. That is, nodes that cannot communicate vertically through the authority structurecan communicate horizontally. This allows nodes to be organized laterally in a single level oroligarchically (where the top nodes of several separate hierarchies coordinate laterally). Theorganizational structure also allows several nodes to have authority over the same node, inwhich case the node uses criteria such as plan ratings or recency to decide between con
ictingplan modi�cations from other nodes.While the task-level and meta-level organizations can have many similarities, it is alsopossible for them to be very di�erent, such as when the meta-level organization designatesthat one node should act as a central coordinator (building partial global plans and tellingother nodes how to change their local plans), but the task-level organization does not con-centrate the collection and integration of partial tracks on any single node (see Section 4.2.2).3.3 Group-Modeling as Plan IntegrationThe meta-level organization speci�es to whom a node should send its plan information,but we must also indicate what information to send. The information that nodes shouldexchange should be geared towards coordinating their group activities without getting lost inthe details of what each other is doing. In partial global planning, therefore, the informationnodes exchange indicates the goals, long-term-strategy, and rating of a plan.18



Whenever a node receives plan information from another node, it �rst attempts to relatethe plan's goals with goals of other plans it knows about. Goals can be related in various ways[8], often based on characteristics of the domain. In vehicle monitoring, a typical relationshipbetween goals to generate partial tracks is that they could be part of some larger goal togenerate a complete track. Using goal-relationship knowledge, the partial global planningmechanisms group plans together whenever the plans are potentially pursuing some commonlarger goal. In e�ect, this explicitly links together plans for generating mutually constrainingand corroborating results. The mechanisms then build a PGP to represent the group goaland the planned activities for achieving the goal. A PGP can be represented as a tuple ofthe form: h n tcreate Pcomponent G Slt Ilt r iWhen the planning mechanisms create a PGP, they give it a unique name (n), and storeits creation-time (tcreate), a set of pointers (Pcomponent) to its component plans (fpi : : : pjg),and the larger, more encompassing goals (G) it was created to pursue. Initially, the long-term-strategy (Slt) is simply the union of the planned-actions of the separate plans, sorted bythe estimated end-times of the actions. This e�ectively represents the interleaved activitiesof the participating nodes.To determinewhen to send partial results, the partial global planning mechanisms can an-alyze the long-term-strategy to �nd the estimated times at which partial results are expectedto have been formed, and then can determine which partial results should be transmitted towhich nodes at approximately what times. Decisions about which partial results to transmitare based on the con
icting desires of trying to send predictive results in a timely manner(which leads to early transmissions) and trying to send few, more complete, results (whichleads to delaying transmissions) [18]. The partial global planning mechanisms explicitly con-sider both of these desires as they search through the sequence of planned-actions to identifypredictive results and to �nd the portions of the overall result that each participating nodeshould form so that the complete result can be constructed most quickly.Having found the set of partial results that should be integrated, the mechanisms usestatistics about communication delays between nodes to plan out the exchange and integra-tion of results to form a complete solution. This planned set of long-term interactions (Ilt)between the nodes is represented in the PGP. The algorithm for computing the interactions,19



shown in Figure ??, essentially constructs a binary tree starting with the leaves, and re-turns the root representing the integrated solution. For example, in one of the experimentalruns (Experiment E1.2) described later, which is based on the scenario of Figure ??, theinteraction strategy that the algorithm generates is represented in Figure ??.** Figure ?? about here **** Figure ?? about here **As a node follows its local plan and generates partial results, it checks the planned inter-actions of the associated PGP to determine whether the partial result should be transmitted,and if so to what node.3.4 Coordination as Search Through Alternative PGPsWhen initialized, a PGP represents the currently predicted activities of a group of nodesbased on their initial plans. However, it is possible that the nodes could pursue the PGP'sgoal more e�ciently if one or more nodes change their plans. The partial global planningmechanisms attempt to modify PGPs to improve coordination by searching through a portionof the space of alternatives to identify better ones.3.4.1 Coordination Through Task ReorderingOne algorithm involves searching through alternative orderings of the planned-actionsto reduce the time or communication needs of forming the complete result. This amountsto improving how each node focuses its resources into forming and sharing results. Themechanisms rate each action in the sequence based on several factors, including whether theaction extends a partial result (vehicle track hypothesis) using data not yet processed by anyother node, whether the action produces a partial result that might help some other nodein forming its partial results, and how long the action is expected to take. The mechanismsthen calculate the rating of the ordering as the sum of the ratings of each individual action.A hill-climbing algorithm, shown in Figure ??, explores alternative orderings.** Figure ?? about here **Because an action's rating depends on what actions precede and succeed it, swappingactions using this algorithm will a�ect the ratings of those actions, and thus can increase20



(or decrease) the individual and overall ratings. This algorithm will thus �nd an improvedordering (based on the rating factors), but is not guaranteed to �nd an optimal orderingbecause it might arrive at a local maximum. Because PGPs are formed in dynamic situations,however, investing the much greater time to optimize the ordering is not justi�ed, since theoptimized ordering can quickly become obsolete.3.4.2 Coordination Through Task ReallocationThe second important algorithm for improving coordination involves task-decompositionand task-sharing. When nodes exchange information about their planned activities, a nodewith no planned activities sends an empty plan, indicating that it is idle. The partial globalplanning mechanisms search for possible decompositions and allocations of tasks to makebetter use of idle resources (Figure ??). Similarly, when an idle node receives a proposal inthe form of a PGP, it updates the PGP based on its local knowledge about its capabilities,responsibilities, and commitments. The updated PGP represents a counterproposal that itsends back. Note that, in determining its commitments, a recipient node can use whateverinformation it has to predict future commitments of its resources (such as when it extrap-olates a received partial track to determine that a vehicle might be coming its way), andthese will factor into its counterproposal. The experiments we describe in Section 4.2 do notfocus on issues in task relocation, but we have detailed them elsewhere [16].** Figure ?? about here **3.4.3 Autonomy and ConformityWhen a node receives a PGP from a node that has authority over it, it can adoptthat PGP and modify its local plans accordingly in order to conform to the coordinationdecisions of the higher authority node. If the higher authority node has correctly discernedthe situation and made appropriate coordination decisions, then conforming is the properresponse of a node. Unfortunately, however, a higher authority node might have incompleteor out-of-date information, so by conforming a node could doom itself to acting ine�ectively.In the partial global planning framework, the authority of a node is represented as aweighting factor. Thus, when a node receives a PGP from another node and must decidewhether or not to conform, it multiplies the rating of the received PGP with the weighting21



factor, and conforms if that product is greater than the rating of its current local PGPs.This gives nodes the autonomy to act on highly-rated local plans instead of blindly followingthe possibly outdated and incompletely informed commands of another node.3.5 Execution, Monitoring, and RecoveryPartial global planning is an ongoing process throughout the course of problem solv-ing. Although our descriptions have been simpli�ed by describing the process as if partialglobal planning occurs in discrete stages (local planning, communication, initializing PGPs,modifying PGPs, etc.), the mechanisms are actually geared for much more dynamic, asyn-chronous, distributed systems. A node uses whatever information it has about its local plansand PGPs to decide what problem-solving and communication actions to take at any giventime. As time passes, it might receive more data from its sensors, partial results from othernodes, or PGP information from others, all of which are integrated into its current view ofproblem solving and coordination, and any of which might cause it to change its own plans.Unlike traditional planning approaches where plans are completely laid out before any actionbegins, partial global planning assumes that changes in plans are inevitable. Planning in thecurrent situation should not incur excessive (mostly unnecessary) overhead, plans should beadaptable, and plans should be monitored and updated as circumstances change.As plans are executed, they might form unexpected results, fail to form desired results, ortake longer (or shorter) than anticipated to form expected results. Because nodes coordinateat the level of major plan steps rather than at individual operations, adapting to minordeviations in plans can be restricted to local modi�cations such as adding actions to forma desired result in a di�erent way or deleting actions when the result they were intended toform has been formed serendipitously in some other way [14].However, these local deviations can impact coordination when a node can no longer formand transmit an anticipated partial result at the expected time. It is tempting to insist thatsuch deviations be propagated to PGPs, which are then transmitted to appropriate othernodes, possibly leading to revisions in how nodes should coordinate their group activities.The trouble with this attitude is that propagating changes internally and externally involves acommitment of computation and communication resources that might outweigh any bene�tsof better coordination. Sometimes it is better to accept minor ine�ciencies in coordination22



rather than incurring the major overhead of resolving those ine�ciencies, particularly whenthe change triggered by one node causes other nodes to change their plans in a (possiblycyclic) chain reaction.Partial global planning provides two techniques for striking a balance between respondingto important deviations and predictably following old PGPs when deviations are minor. Onetechnique is to de�ne a threshold value for how much a plan can deviate (in terms of whena partial result will be formed) before deviations should be propagated and PGPs shouldbe revised. This technique leads to nodes potentially having very obsolete models of eachother, and in fact, a node could have two very di�erent representations of its own plan|arepresentation of the modi�ed plan that it is actually following and a representation of theoriginal plan that other nodes are still trying to coordinate with.The second technique for balancing responsiveness and predictability is to build morerobust PGPs, where a certain amount of time \cushion" is added to plan steps to increasethe chances that planned deadlines will not be exceeded. This technique reduces the numberof times plans deviate from expectations, and thus the overhead spent in checking whether adeviation is signi�cant. However, this technique also makes the interactions between nodesless crisp, so more robust plans are often also less e�cient.4 Prototype Implementation and EvaluationThe partial global planning framework has been implemented and evaluated for coordi-nating multiple AI (blackboard) systems in a simulated distributed sensor network task.4.1 ImplementationOur prototype has been implemented in Lisp and studied using a simulation testbed thatmodels a distributed vehicle monitoring task.The Distributed Vehicle Monitoring Testbed. The distributed vehicle monitoringtestbed (DVMT) is a 
exible, instrumented research tool for studying cooperative distributedproblem solving [28]. The DVMT simulates a distributed sensor network, where each sen-sor detects acoustic signals and sends signal information to one or more problem-solving23



systems for interpretation. As vehicles move among the sensors, information about a sig-nal's approximate location, frequency class, and strength is supplied at discrete times to thecorresponding interpretation nodes.Local Hypothesis Formation. A node is an AI system based on the blackboard archi-tecture originally built for speech signal interpretation [21, 31]. In the blackboard paradigm,a number of processing elements, called knowledge sources (KSs), communicate through ashared data structure (the blackboard) to incrementally construct interpretations of data.When initial data appears on the blackboard, KSs that can process that data build in-termediate interpretations of it (such as grouping related signals together) and post theseinterpretations on the blackboard, which are then processed by other KSs (that might matchsignal-groups to vehicle types, or string together sequences of partial interpretations into ve-hicle tracks) until overall interpretations are generated.In practice, most blackboard systems are implemented on serial machines, so KSs cannotact in parallel. Instead, each KS is given a chance to inspect the blackboard, and then theKS rates how important it is that it be given a chance to act. Possible KS executions arestored on an agenda based on their ratings, and the most highly rated is allowed to execute.It in turn generates new blackboard entries, which trigger additional possible KS executionswhich are added to the agenda, and the process repeats.Besides modularity in breaking the interpretation process into several nearly independentKSs, the blackboard architecture also has the advantage that it opportunistically exploresmultiple potential solutions, as KSs are applied to the most important (highest con�dence)entries on the blackboard at any given time. However, this 
exibility can make a blackboardsystem's behavior appear highly erratic, as it executes di�erent KSs and jumps betweenalternative interpretations.To enable a blackboard system to behave more predictably while still retaining someopportunistic capabilities, we implemented local planning mechanisms based on the conceptsin Section 3.1. The details of these mechanisms are given elsewhere [14], but the upshot isthat the blackboard system can plan and represent its near-future problem-solving activities,both at a long-term strategy level, and at a detailed level.24



Distributed Hypothesis Formation. The meta-level organization, plan integration, andplan modi�cation mechanisms have been implemented in the DVMT nodes, using informa-tion about the domain and about the time needs and capabilities of the blackboard systemin order to build rating functions for PGPs and individual planned actions. While tailoringthe PGP mechanisms to this application requires examining many domain-level details, theconcepts and algorithms outlined in Section 3.4 form the core of the implementation. Detailson the implementation are given elsewhere [10].One of many possible distributed hypothesis formation strategies is implicit in our im-plementation of the knowledge-based heuristics that guide local and partial global planning.Speci�cally, the strategy that we focused on was to form complete hypotheses as quickly aspossible by having nodes coordinate such that each has its own unique areas of responsibil-ity. But other strategies might be equally valid, such as strategies where nodes coordinatesuch that they �rst concurrently process data in overlapping areas to corroborate their re-sults, and then extend these results into non-overlapping areas. Such a strategy emphasizestaking more time in order to build very high-con�dence solutions, whereas the strategy weimplemented was to quickly build solutions with adequate con�dence. We can move betweendi�erent strategies by changing heuristics such as heuristics for rating action orderings.4.2 ExperimentsUsing the DVMT, we have experimented extensively with our implementation of partialglobal planning in order to evaluate both its versatility (for coordinating in many di�erentways) and its practicality (for coordinating without requiring more overhead than it saves).In this section, we �rst investigate whether partial global planning indeed allows nodesto coordinate in the variety of ways needed, and to do this we go beyond our previousdescriptions [13] by providing a detailed look at the concurrent behaviors of nodes. Wethen explore how alternative organizations perform as the problems are scaled up, leadingto important observations that have motivated much of our ongoing research.
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4.2.1 Flexible Coordination and Meta-Level Organizations.Recall that the vehicle monitoring problem introduced back in Figure ?? places a varietyof demands on how nodes coordinate. Node-1 should ignore the strongly-sensed but noisydata in the upper-left corner in favor of cooperating with nodes 2 and 3. Moreover, node-1should build its portion of the track so as to send a partial track to node-2 early on to helpnode-2 disambiguate its data. Node-2 should take advantage of this data. Finally, node-4 isan available resource that the other nodes could take advantage of.We measure the quality and costs of coordination along four dimensions. One dimensionis the simulated solution time of the problem-solving network, where a KS requires onesimulated time unit to execute, and where communication between nodes takes two simulatedtime units. Nodes execute their KSs concurrently, so if the simulated solution time is t, itmeans that each node executed at most t KSs. A lower simulated solution time for solvingthe same problem means that nodes made better decisions as to which KSs to execute andthat they distributed the load better to enable more parallelism.The other dimensions measure the overhead of partial global planning to determinewhether its bene�ts outweight its costs. We measure the actual runtime of our simulation todiscover whether the amount of computation needed by our implementation of partial globalplanning is less than the computation it saves by reducing the number of KSs executed. Wemeasure the number of messages exchanged to determine how much additional communi-cation (of plan information) is required to improve coordination. Finally, we measure thememory requirements, considering that nodes using partial global planning must store PGPinformation but, if they execute fewer KSs, must store less information on the blackboard.The experimental results are summarized in Table ??. The �rst set of experimentscompares the network performance of nodes that only plan locally and never exchange planinformation (E1.1) with nodes that can perform partial global planning using di�erent meta-level organizations including lateral (E1.2), central (E1.3), and ring (E1.4). E1.1 representsa baseline of performance, in which a node works independently and broadcasts a partialsolution it forms only when it cannot locally improve on the local solution. As a result,nodes duplicate e�ort in overlapping areas, communication is unfocused, and informationthat can guide nodes into forming compatible results is not exchanged in a timely manner.26



** Table ?? about here **Providing nodes with a meta-level organization to enable them to exchange PGPs allowsthem to coordinate their activities much more e�ectively to reduce the simulated solutiontime. Among the improvements to coordination are: node-1 can ignore the noisy data andsend a short partial track (covering sensed times 8 and 9) to node-2 very quickly; node-2uses the partial track to disambiguate its information, and nodes 1-3 can exploit node-4's resources by sending it their partial results for integration. The extent to which theseimprovements are achieved, and the overhead of achieving them, depend on the particularmeta-level organization. In brief, a lateral organization excels in terms of minimizing thesimulated run time with the central organization slightly behind due to the extra delays inwaiting for PGP information from the central coordinator (node-4, because it is otherwiseleast busy). The ring organization, in which the four nodes pass a single collection of PGPsfrom one to the next as if around a ring, is very much inferior along this metric becausethe extra delays in propagating information around the ring means that nodes are moreoften basing their decisions on outdated information. In actual runtime, the centralizedorganization is best because only one node (node-4) is incurring the overhead of integratingplans and searching for better PGPs, while in the other organizations each node performsthese tasks. Because it also runs many more KSs, the ring organization requires more time torun than the lateral organization. The ring organization requires the least communication,however, because PGPs are batched together and circulate in a predictable fashion. Thelateral organization requires the most communication because each node exchanges planinformation with every other node. Finally, the storage requirements for the lateral andcentralized organizations are comparable, while the ring organization uses more storagebecause it executes more KSs and builds more partial interpretations.To investigate the impact of partial global planning on the actions and interactions ofnodes more fully, consider the concurrent processing and communication activities of nodesfor experiments E1.1-E1.3 (Figures ??, ??, and ??). These �gures indicate the activities ofeach node over sequential time intervals, represented by the data involved in the hypotheseseach node is forming. Because several knowledge sources must act on data to process it into ahigh-level interpretation, the reader will observe that nodes must process the same data overa series of time intervals before it is ready to be integrated into an extended track. Before27



investigating the details, moreover, we must remind the reader that, even with partial globalplanning, we cannot expect optimal coordination because: nodes �nd improved collectiveactivities using a satis�cing, hill-climbing algorithm; nodes only exchange tasks when one ofthem is a severe bottleneck relative to the others; nodes cannot always predict the outcomesof their activities accurately; nodes will withhold information about minor deviations fromtheir plans; and communication delays will enable nodes to enter chain reactions of PGPchanges. The behaviors of the nodes should not be viewed as optimal given our completeview of the problem, but instead should be considered within the context of the limitationsof computation and communication in which they work.First, consider the baseline case where nodes work independently on their data andexchange partial results only when those results cannot be extended locally (Figure ??).After receiving their sensor data at sequential times from 1-16 the nodes begin problemsolving. Node-1 works on the track in its upper left corner �rst, which it completes atthe time interval beginning at time 34. It sends this information to the other nodes, andlocally takes the �nal step of posting this track as a solution (time 35). Meanwhile, node-2'snoisy data supports seven di�erent vehicle types equally well, so it is forming all alternativehypotheses for d10. Node-3 is forming its part of the overall track, and node-4 is idle. Whennode-3 completes its partial track (d1 � d6), it sends the information to the other nodes,and node-1 aborts its redundant activities in the overlapping areas and focuses on extendingthe received track. Nodes 2 and 4 post the received track as a possible solution (time 42).Node-3 goes on to hypothesize a track for a weakly supported vehicle type, while node-1eventually forms and transmits the track d1 � d12. When node-3 receives this, it focuses onextending the track into d13 � d15, building the overall track at time 79 and posting it as(the correct) solution over time interval 80-81.** Figure ?? about here **Inspecting the behaviors of nodes in E1.2 (Figure ??), we note that initially (time 16) thenodes pursue their best local plans, but at time 18 they receive PGP information from eachother, and each �ts these pieces together to identify how it should change its plans. Node-1starts to work on d8 � d9 (more globally relevant that d01 � d05), and node-2 focuses on data(d13) beyond the overlapping area to avoid redundancy. Node-1's predictive result d8 � d9is received by node-2 at time 27, allowing node-2 to develop a separate plan for processing28



only a subset of the data in d10 � d15 that could be compatible with the received partialresult. Node-2 has already processed that data for d13, so it works on d14 � d15 (avoidingthe overlapping area until later). Meanwhile, nodes 1 and 3 continue forming partial tracks.Because of inaccurate predictions, node 2 believes nodes 1 and 3 are farther along than theyreally are, and sends d13 � d15 o� to node-4 at time 35, because node-4 was initially slatedto do the integration. When node-3 completes its plan, and when node-1 modi�es its plandue to received information, the PGPs at the various nodes change asynchronously. Whilethis impairs coordination, the nodes still eventually converge and node-1 builds the overallsolution. ** Figure ?? about here **The nodes in experiment E1.3 (Figure ??) get a later start at being coordinated, becausenode-4 receives their individual PGPs at time 18 and sends back coordinated PGPs that donot arrive until time 20. Node-4 assigns the overall integration task to itself because of itsavailable resources. Unlike in the lateral organization where asynchronous PGP changesled to changing (and at times inconsistent) views about which of the nodes should do theintegration tasks, the central organization enforces consistent views among the subordinatenodes (1-3) because all changes to the PGPs are made and broadcast by node-4. Thus, eventhough it underestimated the time at which node-1 would receive d1�d6 from node-3, node-4still accumulates the relevant partial results and integrates them together.** Figure ?? about here **4.2.2 Scale-Up E�ects in Larger Networks.When scaling up to larger problems, a practical concern for experimentation is the over-whelming complexity of analyzing the concurrent behaviors of a large number of very di�erentnodes to determine the quality of coordination. To simplify the experimental analysis, oneuseful tool is to generate problem-solving situations involving symmetries, so that nodescan be divided into equivalence classes, and we can investigate coordination based on theseclasses rather than on the individuals. This desire motivates the environment used for ourlarger experiments, depicted in Figure ??, which involves 10 overlapping sensors, arrangeddiagonally. Two vehicles move in parallel among the nodes, but while the upper vehicleconsistently generates moderately sensed data, the lower vehicle track alternates between29



strongly and weakly sensed sections. The overall con�dence in the moderately sensed trackis greater than that for the other track; an e�ective problem solving network should deriveboth solutions, deriving the better track �rst.** Figure ?? about here **For brevity, we will not discuss the details of the nodes' behavior here, but instead wewill concentrate on how well partial global planning scales up in these examples dependingon the meta-level organization employed. The task-level organization used in these experi-ments is a lateral organization (any node can integrate partial solutions) and can be variedindependently of the meta-level organization (Section 3.2).The results are summarized in Table ??. As in the previous experiments, we use theperformance of the nodes without any partial global planning (where nodes only plan lo-cally) as a baseline (E2.1), and contrast this performance to the performance of the lateral(E2.2) and central (E2.3) organizations. Experiments E2.2 and E2.3 recon�rm that par-tial global planning improves network problem-solving performance, again at the cost ofincreased communication because of the need to exchange PGP information. In contrast tothe experiments discussed before (Table ??), however, in the larger network a centralizedorganization was better in all ways compared to a lateral organization. As expected, concen-trating the communication and coordination tasks at one node means less overall networkcommunication and computation, as shown by theComm and Rtime data. Because overallnetwork communication in a lateral organization increases quadratically with the number ofnodes while communication in a central organization grows linearly, the di�erence in com-munication overhead between these becomes more pronounced in larger networks. Similarly,in a lateral organization all nodes combine and coordinate PGPs, leading to ine�cienciesdue to redundant work. Again, these computational ine�ciencies increase as the number ofnodes increases. Finally, in this experimental scenario, the more rapid response time possiblewith a lateral organization is o�set by degraded coordination because of the inconsistent in-formation caused by communication delays. The more consistent views enforced by a centralorganization lead to better simulated solution times.** Table ?? about here **However, even in the central organization, the scale-up e�ects are daunting because onenode has to integrate and coordinate the PGPs of all ten nodes. The combinatorics become30



substantial, and will only get worse with even larger networks. To partially address thisproblem, we used a standard organizational approach practiced by people: we employeda hierarchical organization. In this experiment (E2.4), the ten nodes are split into twogroups of 5 (nodes 1-5 and 6-10), and each group has a central coordinator (nodes 1 and6). These 2 central coordinators collect and coordinate the PGPs of their 5 nodes, andthen pass these coordinated PGPs on up to a single top-level coordinator (node 3), whothen resolves any coordination di�culties between the two groups. When investigating theperformance of this organization (Table ??), we note that the simulated performance iscomparable despite the additional layer of command (and the delay it implies), and so is theamount of communication (although greater than the centralized case). The real bene�t ofthis organization is in reducing the actual computational resources consumed by the network.Because each of the middle-level coordinators must integrate and coordinate only 5 nodes'PGPs, they incur less combinatoric overhead than a single coordinator for 10 nodes does(E2.3). Furthermore, while the top-level coordinator must integrate the PGPs for the groupstogether (and recall these PGPs indicate the activities of every node in each group), the top-level manager's task of coordinating the nodes is simpli�ed because middle-level coordinatorshave already resolved coordination problems within each group.Experiment E2.4 thus illustrates the power of hierarchical organizations in decomposingcomplex coordination tasks into more manageable and tractable chunks. However, the hier-archical organizations that people use go beyond the \preprocess and pass up" mechanismsthat partial global planning does. That is, our partial global planning mechanisms currentlyallow middle managers to coordinate subgroups, but then all the details of the subgroupsare passed up the hierarchy. In human hierarchical organizations, the manager of a groupseldom gives full details to a superior, and in fact a manager's job revolves around his or herability to summarize the important aspects of a group's behavior for a superior, as well asto take abstract coordination guidelines from a superior and translate them into more de-tailed instructions for subordinates. This capability is an important direction of our ongoingresearch [20].
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5 ConclusionsPartial global planning combines abilities for task-sharing, result-sharing, planning, andorganizational structuring into a single uni�ed framework that is both powerful and practical.Conceptually, partial global planning highlights how an intelligent system must intertwinemodeling other agents and anticipating what they will or should do with making local deci-sions about what to do next. Our experiences have shown that coordination is not a separatephase in group activity|it is not a kind of post-processing on local decisions|but insteadis an integral part of decision making. As a result, partial global planning represents a newperspective on coordination: rather than the traditional view of providing some protocol orlanguage between systems that enables them to coordinate, partial global planning empha-sizes that coordination arises out of local reasoning. This view of coordination as somethingthat emerges out of sophisticated local control decisions rather than as something imposedon individuals by some externally de�ned protocol or set of rules can lead to important newdirections and insights.The assumptions underlying partial global planning are met in many types of DSN tasks.These assumptions include: the ability to roughly characterize (or cluster) tasks or data toidentify potential processing goals; the ability to estimate the time needed for achievinggoals based on having performed similar tasks in the past; the ability to e�ciently representand communicate potential goals and their time needs; and the ability to reorder goals toimprove e�ciency. DSN tasks such as vehicle monitoring meet these assumptions becausethe repetitive nature of the application domain (similarities in how data at subsequent timeframes are processed) facilitates generalization and summarization of possible goals and theirtime needs, and the order in which data is integrated will generally a�ect only the timelinessof a solution rather than its correctness. At the same time, the needs of this type of DSN(as described in Section 2.2) are well matched to the strengths of partial global planning.One direction that we are pursuing is in generalizing partial global planning to enable co-ordination in pursuing a wider range of goals and more varied relationships between the goalsof di�erent agents, including competitive goals among heterogeneous agents [8]. Moreover,because the timing of interactions is critical to e�ective coordination, we have been inves-tigating the use of approximate processing techniques to enable agents to meet their time32



constraints [9, 30], and for treating time constraints as being socially imposed and, hence,negotiable [11]. We have also been extending the representation to allow intelligent agents tocommunicate and reason about not only their plans and goals, but also about their temporaland spatial relationships, their memberships in temporary or permanent teams, and theirlong-term motivations that led them to adopt their current goals and plans [20]. This workbuilds on partial global planning to more completely combine theories from organizationalscience and operations research with AI concepts.Finally, we should emphasize that our partial global planning framework is uniquelysuited to coordinating problem solvers engaged in cognitive tasks such as distributed inter-pretation and hypothesis formation, because of the way it interleaves coordination, planning,and execution. Although we can impose organizational constraints such that nodes do nottake any problem-solving actions until a fully coordinated PGP is worked out, this is seldomdone because we are working under the assumption that the problem situation can changedynamically and unexpectedly, so that reacting to new events and recovering from incorrectdecisions is a fundamental part of coordination. While this is �ne for cognitive tasks where asystem can pursue an alternative solution path simply by working in a di�erent part of its so-lution space, it might be less e�ective in physical domains where recovering from an incorrectdecision might involve undoing several actions, some of which might in fact be irreversible.To understand how partial global planning needs to be extended for coordination in such ap-plications, we are beginning to explore coordination issues in cooperative robotics domains.The fact that partial global planning is undergoing many extensions and improvements in-dicates that this 
exible and practical framework for coordinating distributed interpretationsystems is a fertile foundation for building theories and techniques for coordination in otherdomains as well.AcknowledgementsWe would like to thank Dan Corkill, Krithi Ramamritham, and Reid Smith for detaileddiscussions about the research presented in this paper, and the members of the distributedAI group at the University of Massachusetts for intellectual and software support. We alsothank three anonymous reviewers for helpful comments that have helped to improve this33
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