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Work systems involve people engaging in activities over time—not just with

each other, but also with machines, tools, documents, and other artifacts.1

These activities often produce goods, services, or—as is the case in the work system

described in this article—scientific data. Work systems and work practice evolve slowly 

over time. The integration and use of technology, the
distribution and collocation of people, organizational
roles and procedures, and the facilities where the
work occurs largely determine this evolution.

Improving or redesigning systems is sometimes
accomplished through a business process reengi-
neering approach.2 Business process reengineering
is usually based on business process flow analysis,
typically performed by business consultants who
focus on work products. The result is usually an
improvement involving technology, such as a work-
flow tool. We call this a machine-centered approach
for work systems design because functional trans-
formations are the focus of attention. However,
focusing on the flow of products and data through a
work system often ignores the way the people in the
organization actually prefer to work.3,4 As a result,
engineers often receive requirements for new tech-
nology without a thorough understanding of how the
newly designed system might affect human com-
munication, collaboration, and workspaces, as well
as problem solving and learning.

In this article, we present a human-centered work
system design method based on modeling and sim-
ulating work practice—that is, what people actually
do. Rather than abstracting human behavior as work
processes or tasks—functional idealizations of the
work to be accomplished—we model people’s activ-
ities comprehensively and chronologically through-
out the day.5 We emphasize that an analysis of how

work gets done must be open to understanding the
effects of behaviors in different places and times,
details often omitted in a product-oriented task analy-
sis. For example, someone might not schedule meet-
ings at the office before 10:30 a.m. because of a
babysitter’s schedule, or he or she might use sched-
uling software on a computer at home to reserve
meeting rooms for later that day. Such practices are
relevant to the design of workplace facilities and
scheduling. We call our method human-centered
because we focus on how people organize their work
life and the details of their practices. We believe this
best suggests work system transformations, includ-
ing any different tools and processes that might even-
tually be required.3 For a look at other relevant
research, see the sidebar “Related Work.”

The Brahms language: A model-based
view of work practice

Most engineering disciplines have methods and
tools to help in understanding complex system inter-
actions; often such tools help engineers develop sys-
tem prototypes. We have developed a tool called
Brahms that supports our method for modeling and
simulating work practice.6,7 Brahms is a multiagent
modeling and simulation environment for dealing with
the complex human–machine system interactions. 

In software engineering, model-based refers to a
system design approach in which the system is
described in terms of the structure and behavior of
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defined components.8 In particular, to model
the work practice of a human activity system,
we must create a dynamic model that shows
how the system changes over time. Figure 1
describes an operational method for devel-
oping a formal computational model and a
simulation of a work practice for a human
activity system. It also shows the relation
between four methods for using Brahms in a
modeling effort.

Method M1: Work practice analysis
The purpose of method M1 is to observe

and analyze a human activity system.9,10 The
goal of the analysis is to gather useful data that
informally describes work practice and then
to create (with the Brahms language) a formal
model of work practice in M2. M1 modelers

should be workers from the work system,
work system designers, and anthropologists.

Method M2: Formal model of the
work practice

The purpose of method M2 is to formal-
ize the informal data gathered during M1. In
Brahms terms, this is where we develop the
Brahms model. The formal-system model-
ers translate the informal models developed
in M1. The formal modelers and the infor-
mal modelers do not necessarily have to be
the same; in fact, the skill sets for these two
types of modelers differ significantly. For-
mal Brahms modelers are usually people
who understand the concept of agent-based
modeling and simulation and often have
experience in developing rule-based systems.

Method M3: Simulation
In Method M3, formal modelers run the

Brahms simulator with the model as input
and the work practice simulation as output.
The M3 method is the Brahms compile-
simulate-debug cycle, because the modeler
will compile, simulate, and fix the errors in
the formal model until the desired agent
behavior is simulated.

Method M4: Observing the 
simulation

The purpose of method M4 is to observe
and investigate the work practice simulation
output and compare it with the human activ-
ity system with the objective of creating a
shared understanding of the results of the
work practice model and simulation. The
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Several researchers have developed different work design
approaches through qualitative work in interdisciplinary aca-
demic fields that combine social science with a system analysis
perspective.1,2 A wave of Scandinavian participatory-design
projects conducted in the late 1980s partially stimulated this
rush.3 We have adopted two principles from the Scandinavian
participatory-design approach: redesigning a work system
requires understanding how the work is actually performed,
and participatory means that the workers must participate as
designers of their system.

This Scandinavian approach is essentially human-centered
but does not generally involve formal modeling of human–
system interactions, as in Brahms. For example, contextual
design4 is based on the development of mostly paper-based
models of a work system.

The lack of a theory of work practice has hampered the
development of a generic work system engineering approach
because it makes work system design an art. What is needed is
a theory and an associated method for developing formal
models of work practice. This will bring a human-centered
work system design approach into mainstream methods for
technology development, especially software engineering.
Such an approach facilitates design conversations, creating a
desperately needed bridge between scientists, workers, and
technology engineers.

We can use a formal model of people’s work practice as a
design model for how technology impacts the total system—a
holistic system design approach. Developing formal models of
work practice means we need to model people’s behavior at
the activity level. Relevant work in modeling and simulating
human behavior comes from different scientific disciplines:

• The business process modeling and simulation community
creates formal specifications of an organization’s business
processes.5

• Cognitive-modeling tools, such as Soar and ACT-R, incorpo-
rate a cognitive theory for predicting human mental pro-
cesses in controlled laboratory experiments.6,7

• The field of distributed artificial intelligence developed the
notion of using multiple agents in complex problem-solving
tasks,8 which is essential for modeling teams of people col-
laborating in organizations. 

• Computational organization modeling tests theories of
communication and optimal decision making in human
organizations.9

• The computational-economics community uses an agent-
based simulation environment (for example, Swarm) as a
tool for studying economic theories in complex systems.10
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result might be suggestions for changes to
the formal model—for example, to perform
a what-if scenario. Thus, there is a modeling
and simulation cycle between M1, M2, M3,
and M4, which means these methods must
be closely integrated if we want this cycle to
be complete.

We used the Brahms modeling process in
the case study described in this article.
Because the work system from the case study
did not yet exist, the analysis of the work
practice (M1) became an analysis of the work
system based on similar previous missions
and the proposal for the new mission. Dur-

ing this analysis, the work practice analyst
worked with the mission project team mem-
bers (including the principal investigator,
mission scientists, and roboticists) who had
practical experience with similar work sys-
tems. After this initial work practice analy-
sis, the Brahms modeler developed an initial
formal model of the work system (M2) in
Brahms. Then the modeler compiled, simu-
lated, and fixed the errors in the formal model
until there was a high-level simulation (M3)
of the complete work system. Next the
Brahms modeler reviewed the model and
simulation results with the mission project
team members to verify the model and get
more detailed information about the work
practice (M4). The M2–M3–M4 cycle hap-
pened three times over a period of six
months. Our case study gives a more detailed
explanation of the development of a Brahms
model as a part of M2 and M3.

Developing a model of work 
practice

Figure 2 shows how our epistemology of
work practice, formalized in the Brahms
modeling language and made operational in
the Brahms simulation engine, relates a sim-
ulation to a real-world human activity sys-
tem. The empirical relational system (ERS
in Figure 2) is the human activity system
under observation in Figure 1. The purpose
of Brahms is to make modeling the ERS pos-
sible and to create a work practice model that
the Brahms simulator can execute.

In general, Brahms models represent work
with much more detail than business process
models but somewhat less detail (and far
more broadly) than cognitive models. Con-
siderable effort is devoted to modeling
objects (for example, fax machines) and
computer systems, with which people often
interact to accomplish their work. The
Brahms language and simulation engine
relates several levels of detail (areas and
objects, groups and agents, activities and
actions) and integrates different perspec-
tives—physical, cognitive, and social.

Typically, a modeler sketches a Brahms
model by specifying the geography and
groups first. The grain size of the simulation
clock (time per tick) might vary from one
second or less to five minutes or more,
depending on the information available and
modeling purposes. Common objects and
activities such as telephones and phone con-
versation can be easily reused or adapted, by
the modeler, from other Brahms models.
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Work practice is a set of related models
that we can view independently, which
makes the modeling effort easier:

• Agent. The agent model is a group-agent
membership hierarchy of the people in the
work system. Brahms groups can repre-
sent formal roles and functions or be based
on location, interpersonal relations, inter-
ests, and so forth.

• Object. The object model is a class hierar-
chy of all the domain objects and arti-
facts—for example, tools, desks, docu-
ments, and vehicles.

• Geography. The geography model describes
areas in which agents and objects are
located, consisting of area definitions (user-
defined types of areas such as buildings,
rooms, and habitats) and areas (instances
of area definitions).

• Activity. The behaviors of agents and
objects are expressed in terms of the activ-
ities they perform over time.5 Agent or
object activities are mostly represented at
the group or class level, but they are also
often specific to agents and objects. Activ-
ities are inherited and blended through a
priority scheme.

• Timing. Constraints on when the activities
in the activity model can be performed are
represented as preconditions of situation-
action rules (workframes). Activities take
time, as determined by the predefined
duration of primitive actions. Workframes
can be interrupted and resumed, making
the actual length of an activity situation-
dependent.

• Knowledge. An agent’s reasoning is rep-
resented as forward-chaining production
rules (thoughtframes) that fall at group and
class levels and can be inherited. Inquiry
is modeled as a combination of activities
(such as detecting information, communi-
cating, and reading or writing documents)
and thoughtframes. Perception is modeled
as conditions attached to workframes
(called detectables). Thus, observation
depends on what the agent is doing.

• Communication. The communication
model describes actions by which agents
and objects exchange beliefs, including
telling someone something or asking a
question. A conversation is modeled as an
activity with communication actions,
either face to face or through some device
such as a telephone or email. The choice of
device and how it is used are part of the
work practice.

Mission operations system
design

As an example, let’s look at an initial
design of a mission operations system for a
proposed NASA discovery mission to the
Moon with a semiautonomous rover. This
case study illustrates the Brahms modeling
approach and the potential gain for engaging
in such modeling. Specifically, the modeling
produced useful insights about power con-
sumption and its potential impact on science
objectives under certain scenarios in the Vic-
toria mission.

Victoria is the name of a proposed long-
term semiautonomous robotic mission to the
south pole region of the Moon. (The mission
was named after Ferdinand Magellan’s only
ship that completed the circumnavigation of
the world.) At the start of this case study, the
NASA Victoria team was in the middle of
writing a mission proposal. The Victoria mis-
sion’s team members (principal investigator
and coinvestigators) are world-renowned sci-
entists from different scientific disciplines:
planetary scientists, geologists, roboticists,
and artificial intelligence specialists.

Victoria’s primary mission is to verify the
presence of water ice and other volatiles in
permanently shadowed regions on the Moon.
This will be accomplished by gathering lunar
data for analyzing the history of water and
other volatiles on the Moon and, by implica-
tion, in the inner solar system. The team
decided the most efficient approach would
be to use a high-speed semiautonomous rover
that could traverse a long distance (several
hundreds of kilometers) for a long time
period (three months to a year) while gath-
ering the necessary geological and physics
data.11 Using the Brahms approach, we
developed a model of the total mission oper-
ations work system during the proposal
phase of the project, including a model of
people’s work practice in mission operations,
the rover on the Moon, the information sys-
tems, and people’s workspaces. With Brahms,
we were able to quantify the impact of the
human work practice on the productivity of
the rover on the Moon.

The work system is centered on remote
human–robot interaction. On the basis of the
rover science data returned, the Earth-based
science team decides what rover commands
to send next (while trying to maximize the
quantity and quality of the returned science
data). We should consider the rover as a ser-
vant to the science team.

The Victoria mission’s work is distributed

over several human teams and the Victoria
rover. In a sense, we can view the Victoria sci-
ence team as a user of the teleoperated rover.
On the other hand, by virtue of being people’s
arms and eyes on the Moon, the rover is more
of an assistant than a simple tool. In particu-
lar, the work is distributed between people
and robot, so we can ask, how do the behav-
iors of people and the robot interact? Who is
doing what, where, when, and how?

The Victoria model is limited because
agents represent teams. We did not model
how decision making within and between
teams will occur, making the model less
complete. However, our modeling approach
is incremental.

Victoria mission operations work
system

Figure 3 is an informal representation of
the people and objects in the Victoria work
system and their locations during the mis-
sion. The science team consists of several
subteams collocated in Building 244 at the
NASA Ames Research Center in California:
the science operations team (SOT), the
instrument synergy team (IST), and the data
analysis and interpretation team (DAIT).
Two other supporting teams are outside the
science team: the data and downlink team
(DDT) and the vehicle and spacecraft oper-
ations team (VSOT). These teams work
together to accomplish the mission’s scien-
tific objectives, which involve acquiring cer-
tain data from different locations on the
Moon. The teams communicate with the Vic-
toria rover on the lunar surface using the uni-
versal space network (USN) via two separate
communication links: the high-capacity S-
Band direct Earth-to-rover link and the UHF
communication link (directly and via Victo-
ria’s lunar orbiter).

Telemetry and science data will come to
NASA Ames via the universal space network
data connection. Data will be automatically
converted by mission information systems
into accessible formats in near real time and
made available to the teams via visualization
applications (such as 3D visualization of the
lunar surface).

The model’s purpose
The major limitation of current robot

energy modeling tools, apart from problems
with creating and revising models, is their
inability to include human factors in their cal-
culations of the rover’s power consumption.
Before our case study, the impact of Earth-
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based operations on the rover’s energy usage
was unknown. Consequently, one purpose of
the case study was to determine the effect of
a particular work system design on the

rover’s power consumption during a science
traverse into a permanently dark crater.

The Brahms–Victoria model prescribes a
work system design by modeling the rover

and the team’s geographical locations and
movements; the activities of all the Earth-
based teams, the rover, and the communica-
tion actions of both; as well as the mission
information systems the teams are using.
Through this example of the Victoria mis-
sion, we are also explicating the Brahms
modeling language and how the components
interact in work practice simulations.

Agent model
Figure 4 shows the group–agent member-

ship hierarchy on which the work system’s
design is based. The agents in the model are
the Earth-based human teams and the Victo-
ria rover, as shown in Figure 3. The teams are
represented as single agents because at this
moment prescribing each team’s composi-
tion and practices in more detail is not pos-
sible. For example, the SOT’s “plan a com-
mand sequence” activity represents the
team’s work, whereas each team member’s
individual activities remain unspecified.
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VictoriaRover is modeled as an agent
because it has behaviors (including primitive
actions that change the world), movements,
and communications. Strictly speaking,
activities of designed objects are only formal
processes, whereas activities of people are
conceptualizations of actual behavior. How-
ever, in a Brahms model, both are abstrac-
tions in a formal language. So, the distinc-
tion is how we interpret the model—what it
represents, rather than how the simulation
executes the activities of agents versus the
activities of objects.

Table 1 shows a possible distribution of
the functions over the Victoria teams.12

Details of how different teams collaborate to
perform these functions constitute the work
practice of the different agents, specified in
Brahms workframes and expressed as situa-
tion-action rules.

An example SOT workframe for creating
a command sequence for finding water ice
is (paraphrased): “When I believe that there
is a possibility we can find water ice at the
current location of the rover, then start the
activity of finding water ice.” Generically, a
workframe is of the form, “When (I believe
{X}*) Do {activity A, conclude a new belief
and/or fact}*.”

Object model
A Brahms object model consists of the

classes and instances of physical artifacts as
well the data objects created during the sim-
ulation. The Victoria object model (see Fig-
ure 5) includes classes for the science instru-
ments on the rover as well as other objects
contained in the rover, such as the carousel
and the battery. The data communicator class
includes the objects for S-Band and UHF
communication. The model also represents
software systems that receive, convert, and
visualize mission data. The Data and Core-

Sample classes dynamically create data
instances and lunar core sample objects dur-
ing the simulation.

Geography model
The Victoria geography model (see Figure

6) represents locations on Earth and the
Moon. The dotted lines in Figure 6 show
class-instance relationships, whereas the
solid lines show part-of relations.

The Victoria teams and systems are
located in Building 244 at NASA Ames
Research Center, and the UsnDish1 satellite
dish is located in the area UsnSatelliteLoca-
tion. Locations for the simulated scenario are

represented on the Moon; ShadowEdge-
OfCraterSN1 represents the rover’s location
at the start of the simulation (the shadow
edge that is in crater site number 1). Shad-
owArea1InCraterSN1 represents the location
in the permanently shadowed SN1 crater
where the rover will perform a drilling activ-
ity. The LandingSite area is only represented
for completeness.

Victoria simulation scenario
The Victoria proposal spells out many sur-

face activities that the rover will perform in
coordination with the teams on Earth. For
this case study, we selected the activity of
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Table 1. Functional activity distribution over Victoria teams.

Process Science Instrument Data analysis and Data and Vehicle and spacecraft Rover
operations team synergy team interpretation team downlink team operations team

Uplink 1. Maneuver 1. Commands for 1. Long-term 1. Telecom- 1. Maneuver commands 1. Command
commands engineering planning for munications 2. Command sequences execution

2. Command operation of robot science commands for experiment 
sequences for or spacecraft opportunities operation
experiment 2. Emergency or 
operation anomaly resolution 

commands

Downlink 1. Monitoring of  1. Data quality 1. Experiment 1. Experiment
health and assessment data collection data 
status telemetry 2. Experiment 2. Data processing collection
from robot data collection and enhancement
subsystems



searching for water in permanently shad-
owed craters:

The rover arrives at the shadow edge of crater
site number 1. The battery is fully charged. On
the basis of the data analysis by the Earth-
based teams of the Clementine data available
for the shadow edge area of crater site number
1, the science team decides where to enter this
crater and search for water ice. As the rover
enters the crater, it takes hydrogen measure-
ments with the neutron spectrometer. When
the rover arrives at the assigned location within
this crater and finds hydrogen there, the sci-
ence team decides to drill 10 cm into the sur-
face using the sample acquisition and transfer
mechanism (SATM) and collect a 1.0-cc lunar
sample. When the rover receives this com-
mand, it starts the drilling activity and finally
deposits the sample into the instrument
carousel.

The rover uses two instruments in this sce-
nario: the neutron spectrometer (to detect
hydrogen—most likely caused by water ice—
within the first half meter of the lunar surface
below the rover) and the SATM.

The simulation model’s backbone consists
of three primary activities: data uplink, rover
operations, and downlink.

Simulation results
The simulation lets us visualize the work

system’s behavior over time—that is, activi-
ties, communication, and movement of each
agent and object in the work system. The
Brahms simulation engine executes the model
after it is compiled. The simulation engine cre-
ates a relational database, including every sim-
ulation event. A Brahms model display tool
called the AgentViewer uses this database to
display all groups, classes, agents, objects, and
areas in a selectable hierarchical browser. The
AgentViewer’s user can select the agents and
objects he or she wants to investigate to under-
stand what occurred during the simulation. The
AgentViewer displays an activity timeline of
the selecting agents and objects, highlighting
the communications. Let’s look at the results of
the Victoria model simulation based on screen-
shots from the AgentViewer application.

Data uplink
The scenario starts with the DAIT retriev-

ing the Clementine data image of the shadow
edge area, where the rover is located. The
team reviews this image using the visualiza-
tion system, represented by the Visualiza-

tionSystem object.
According to the work practice, the 

DAIT does this without anyone requesting
to look at the data. This means that it needs
to know

• The rover’s location and situation
• Whether data is available and needs to be

retrieved 
• Where and how it can retrieve data

Once the DAIT has retrieved the images,
it communicates this to the SOT, and the two
teams collaboratively analyze these images
(the AnalyzeRoverImages activity). At the
end of this analysis activity, the SOT plans
the first rover command sequence. According
to the scenario being simulated, the SOT
decides the rover needs to drive for a speci-
fied time (15 minutes) into the crater to a spe-
cific location (ShadowArea1InCraterSN1)
and that while driving it should use its neu-
tron detector instrument to detect hydrogen
in the lunar surface. This decision is com-
municated to the VSOT (and the DAIT).
After this communication, the SOT waits for
the rover’s downlink data.
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Rover
The Victoria rover is modeled as an agent,

whereas the neutron spectrometer and SATM
instruments are modeled as separate science
instrument objects contained in the rover. In
the scenario, the NeutronSpectrometer object
is active and creates a HydrogenData_1
object containing the hydrogen data that are
sent to Earth while the VictoriaRover is tra-
versing to a permanently shadowed area
within the crater SN1 (see Figure 7). The
rover then waits for the next command
sequence from Earth. Meanwhile, the Earth-
based teams analyze the hydrogen data and
decide what to do next. In the second uplink
activity, the VSOT commands the rover to
search for water ice in the permanent dark
area. This triggers the SATM instrument to
start the drilling activity.

To collect a sample the SATM must

• Lower its auger to the surface
• Drill to the depth given as part of the com-

mand by the Earth-based science team (in
this scenario, the command is to take a 1.0-
cc sample at a 10-cm depth)

• Open the sample cavity door
• Continue drilling to collect the sample
• Close the sample door when done
• Retract the drill from the surface
• Deposit the collected sample on the instru-

ment carousel (see Figure 7)

The activity durations for drilling into the
surface are dynamically derived during the
simulation of the rover’s drilling activities.
Honeybee Robotics, the designers and man-
ufacturers of the SATM instrument, pro-
vided data for the time it takes to move the
auger to the surface and to open and close
the sample door, and the average time it
takes to drill the auger into, and retract it out
of, the lunar surface.

Downlink
When the rover detects hydrogen in 

the ShadowArea1InCraterSN1 location,
the downlink process starts. The Brahms
AgentViewer in Figure 8 demonstrates this.

The VictoriaRover agent contains the S-
Band medium-gain antenna object, which
represents the S-Band transmitter on the
rover. The VictoriaRover creates a data object
with both the current rover location infor-
mation and the hydrogen data. This data
object is then communicated to Earth via the
UsnDish1 object. The UsnDish1 object com-
municates the data to the DataConversion-

System located at NASA Ames. As Figure 8
shows, the DataConversionSystem performs
two conversion activities, one for the hydro-
gen data and one for the location data from
the rover. The work system design requires
the data conversion system to interact with
the visualization system without human
intervention. Requirements for these systems
could have easily been modeled in more
detail in the Brahms model, but this was not
the focus of the case study.

When the VisualizationSystem receives the
newly converted data, the system alerts the
DAIT. A member of the DAIT monitors the
VisualizationSystem while in the activity
WatchForDownlink. When the DAIT agent
detects newly available neutron detector and
location data, it retrieves the data from the
VisualizationSystem object (that is, the activ-
ities RetrieveNeutronData, InterpretNeu-
tronData, and FindRoverLocationData). This
simulates the DAIT members looking at and
interpreting the rover’s neutron and location
data using the visualization system.

Next, the DAIT communicates its findings
to the SOT. In this example scenario, the
hydrogen data suggest that the rover has found
hydrogen in the ShadowArea1InCraterSn1
area. Given this finding, the SOT determines

the next command sequence for the rover and
communicates this decision to the VSOT.

The communication informs the VSOT to
transmit the command sequence to the Vic-
toriaRover. The command sequence tells the
VictoriaRover to start the SearchForWater-
IceInPermanentDarkArea activity. It also
tells the VictoriaRover that its subactivity,
which should occur during this primary
activity, is to perform the DrillingActivity.
Parameters indicate how deep to drill and
how big a sample to collect at that depth. Fig-
ure 8 shows part of this second uplink process.

The duration of this downlink and second
uplink process determines the length of the
VictoriaRover’s DoNothing activity, repre-
senting the time the rover must wait for the
Victoria science team to design the next com-
mand sequence.

Modeling the rover’s energy 
consumption

The scenario identifies the energy usage
during all the rover’s primitive activities,
based on each subsystem and instrument on
the rover requiring power during a specific
activity. The rover designers, the Robotics
Institute at Carnegie Mellon University,
provided the power consumption specifica-
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Figure 7. Victoria rover scenario activities.



tion for the rover’s low-level activities. Using
Equation 1, the simulation calculates energy
usage during each rover activity in Equation 2:

Power consumption for rover at time t 
(Prover(t))
= power for driving 

+ power for command 
& data handling

+ power for science instrumentation  
+ power for communications
+ power used for thermal protection  
+ other (not measurable power)

(1)

(2)

The rover’s total power consumption during
the scenario can then be calculated, in the
simulation, by adding all the energy usages
for each rover activity:

(3)

Figure 9 shows energy consumption for
every rover activity during the simulation.
The energy the rover uses during the waiting
activity is defined by the energy needed for
Thermal Protection during driving + Com-
mand and Data Handling during driving.
This means that even while the rover is stand-
ing still and “doing nothing,” it consumes
power for its thermal protection and its com-
mand and data handling for its subsystems.

Another interesting variable is the rover’s
energy usage rate. The power level in the bat-
tery object at the start of the scenario is in
watts/hour. The simulation calculates how
much power the rover uses, in watts, on the
basis of the activities it performs over time,
resulting in a total power consumption at the
end of the scenario. The EnergyRate is the
percentage of power usage of the rover for
the scenario: the amount of power consumed
by the rover in this scenario given the total
power available in the battery at the begin-
ning of the scenario.

EnergyRate
= Total Power Consumption (W/hr)/

Power of battery at start of 
scenario (W) 

(4)

Recalling the scenario involves driving 900
meters into the crater and taking one 1.0-cc

Total Power Consumption =
=
∑Eact i
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E over t dtact
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Figure 8. Simulation of downlink and second uplink command activities.



sample at 10-cm depth, and using Equations
3 and 4 (together with the data correspond-
ing to the current work system design), we
find the EnergyRate equals approximately
0.30 (or 30 percent per hour). In other words,
the rover consumes almost one-third of its
power during the scenario. The energy con-
sumption rate of the rover was higher than the
Victoria team expected, because the time the
rover had to wait in the permanent dark crater
for the next command from the science team
(see Figures 6, 7, and 8) had been previously
left out of the mission design. While waiting,
the rover consumes thermal and communica-
tion power. The longer the downlink–uplink
decision cycle of the mission operation teams,
the more power the rover consumes.

The length of this human decision cycle is
dependent on the work system design; thus,
the energy consumption rate of the rover
(EnergyRate) is also dependent on the work
system design. This variable represents the
work system design’s rover power efficiency
and is a measure that other researchers can
use to compare different work system
designs for their chosen scenarios.

We believe that the Brahms language
approach and simulation engine are

still in their infancy, with decades of research
and application required before we have
accomplished our ultimate objective of use-
fully modeling the complexities of human
behavior in work settings. In viewing work
broadly as part of human life, many possible
aspects might be relevant: the nature of iden-
tity as played out in interpersonal interactions
(for example, office politics and friendships),
anthropometric details (such as the ability
to reach controls), decision making (cogni-
tive models of reasoning), fatigue, boredom,
diurnal rhythm, “external life” (errands and
family interruptions), and learning (espe-
cially by watching and mimicking). We
require further research and experience in
using Brahms in design projects to decide
which of these perspectives to include and at
what level of detail. 

Practical challenges to developing reusable
model components organized by types of set-
tings and human interactions exist. To use
Brahms to explore a variety of workload con-
ditions, it would be useful to have tools for sta-
tistically generating cases for simulation analy-
sis. We would also need theoretical frameworks
for validating analog models (for example,

relating Arctic expeditions to space station
experience and planned missions to Mars).

Each model we construct is both an exper-
iment and a revelation. Every setting changes
our understanding of work practice and the
requirements for modeling it. The practical
boundaries of what is necessary for work sys-
tems design and what is only of research
interest remain to be seen.
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