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ABSTRACT
In the last few years, the growing complexity of current applications has led to design self-adaptive systems presenting self-* properties. Those systems are composed of several autonomous interactive entities. They behave autonomously and present interesting characteristics allowing them to handle dynamics coming from exogenous and endogenous changes.

In this paper, we propose a set of criteria for the description and evaluation of the adaptive properties of those systems. They aim to provide a concrete mechanism to analyze the quality of the design of adaptive systems, to evaluate the effect of self-* properties on the performances and to compare the adaptive features of different systems. The criteria are grouped into different categories: methodologies, architectural, intrinsic, and run-time evaluation. They have been identified and specified by analyzing several case studies, which address self-adaptability issues through different approaches with different objectives in various application contexts.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity measures, performance measures
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1. INTRODUCTION
In the last few years, the growing complexity of current applications has led to design self-adaptive systems presenting self-* properties. Self-adaptivity also called runtime adaptivity [16, 20] is related to the ability of systems to perform changes during their execution. Those systems are necessarily composed of several autonomous interactive entities (called agents in this paper) acting into an environment. In general, the global behavior of the system emerges from the local interactions between its agents. Those systems behave autonomously and must handle the dynamics coming from exogenous or endogenous changes so they are able to self-adapt [2, 23]. To clarify, endogenous changes are perturbations caused by changes solely occur from entities outside the system. Handling these perturbations can lead to change agents behavior or even the global objective of the system.

Each agent encapsulates different non-adaptive functionalities of the system. By adding self-* properties to the agent, the system becomes self-adaptive. Among these self-* properties, the most common ones are: self-organization, which concerns the mechanism or the process enabling a system to change its organization without explicit external command during its execution time [6], self-stabilization or homeostasis where the system always reaches a stable state [26], self-healing which is the mechanism that allows a system to detect and recover from errors and self-tuning for the systems that are able to adjust their parameters.

The engineering of self-adaptivity is one of the most challenging issues to address in today’s systems due to its complexity, as well as its impact on the entire system. Its advantages are mostly related to the improvement of performances, enhancement of the functionalities’ quality and automation of administrative tasks. On the other hand, it increases the dimension and computation of a system.

The wide range of the objectives, facets and solutions concerning adaptivity leads to a difficult evaluation of adaptive systems. In this context it would be very useful to have common criteria to analyze and compare adaptive approaches in order to choose the most appropriate solution for the current needs, to integrate various solutions, or to make these solutions cooperate to achieve complex tasks.

We aimed to identify and specify such common evaluation criteria by considering the available solutions described in the scientific literature [5, 8, 10, 12, 14, 16] in order to determine how adaptivity is actually achieved, the main
characteristics of the design of adaptive systems, as well as the advantages outlined by the authors of the adaptive systems. The conclusions point out that adaptivity requires additional elements at the architectural or structural levels. Even if it is considered a non-functional requirement, it influences the execution of a system, its interaction with the external world and its performances. The authors of the self-adaptive systems describe the advantages of adaptivity in terms of performances, robustness, simplified and enhanced interaction with the users, and automation of administrative tasks. However, the evaluation of the described solutions provided by their authors is personalized and focused on the current context: the authors provide their point of view and outline the strong aspects of their solutions through a particular vocabulary/terminology. Therefore, it is difficult, if not impossible, to evaluate and compare self-adaptive systems.

In this context, we propose a set of criteria which may be adopted in the description, design, and evaluation of self- systems. The criteria are grouped into the following categories: methodologies characterization, architectural, intrinsic self- properties criteria, and runtime evaluation criteria. The methodologies characterization and the architectural criteria are related to the design issues of self- systems, while the intrinsic self- properties criteria including structural, decentralisation and interaction criteria discuss the description of self- systems. Finally, the runtime criteria reflect the advantages regarding the usability of the adaptive systems. An initial proposal for the definition of these criteria is presented in [21] and [13].

The paper is organized as follows. Sections 2,3,4 and 5 introduce the set of criteria proposed for self- systems. Section 6 analyzes how those different criteria can be used to compare different self- systems in addition of several case studies found in scientific literature. Related work is briefly discussed in Section 7. Conclusions and future work are presented in section 8.

2. METHODOLOGIES CHARACTERIZATION

To add adaptivity in a system, specific methodologies concerning the process to follow and the concepts to manipulate during the development phases are used. In fact, all the approaches one can consider to develop a self- system are not equal from this point of view. However, even if we can try to define criteria concerning this perspective, highlighted points are more qualitative than quantitative. Our aim is to underline the criteria dedicated to the self- properties such as: identification of autonomous agents, distribution, genericity and flexibility.

AAII: Adaptivity Agent Identification Index

One difficult task for the development of self- system is to identify the functionalities to make adaptive. As this adaptivity is usually added by the introduction of autonomous agents, this task shift to the agents identification. In some methodologies, the problem specification lead straightforward to this identification. While in some others, some analysis phases must be done.

ADI: Adaptivity Distribution Index

All the self- systems are not easily distributable depending on the paradigms they rely on such as communication. ADI regards the distribution of the adaptive elements on the physical nodes of an adaptive system. It provides information on the additional effort that must be done to deploy such systems. The evaluation of these efforts underline the fact that the methodology is easily used by any designer or requires specific knowledge.

GI: Generictity Index

Self- approaches may also differ concerning their level of genericticity, i.e. the provided effort to adapt a method to a given problem. The GI allow the disqualification of ad-hoc methodologies (conceived for a specific problem) compared with generic methodologies used for different types of problems.

3. ARCHITECTURAL CRITERIA

The architectural criteria aim to capture the main characteristics of adaptivity which emerge at the system level, hence which are visible and meaningful when considering a global perspective at the architectural level on a system. These criteria are focused on the separation of concerns, system’s growth, distribution and replication of adaptivity tasks. Generally, the systems addressing runtime adaptivity through architectural mechanisms are composed of two parts: functional and adaptive. In the following, we use the term element as defined by [8] for software architecture: “The software architecture of a program or computing system is a structure or structures of a system, which comprise software elements, the external visible properties of those elements and the relationships among them". Hence, the term element expresses an architectural unit (e.g., components and connectors [9]). The defined metrics are valid and applicable to any architectural element.

3.1 Separation of Concerns

The separation of concerns has two facets: the separation between the functional logic and the adaptive logic of a system, and the separation among the main steps of the adaptivity process (consisting of the following four steps: monitoring, analyzing, deciding, and changing). The evaluation of the first facet of the separation of concerns provides useful information about the quality of the design of a system (e.g., a system should function also without its adaptive part), as well as of the reuse and maintainability of its various parts. However, there are cases in which this type of separation is not possible to be achieved due to the nature of the application domain that has a strong influence on the design of a system. In this case, a non-adaptive version of a system would provide different functionalities than an adaptive one. The evaluation of the second facet of the separation of concerns provides useful information on the quality of the design of the adaptive process, on its reuse and maintainability, as well as on its possible distribution among the elements of a system. One architectural element may implement one or more steps of the adaptivity process. These aspects are captured by the following metrics.

SCI: Separation of Concerns Index

\[
SCI = \frac{\text{Number of adaptive elements}}{\text{Number of functional elements dependent on adaptivity}}
\]

This metric indicates the degree of dependence between
the functional logic and the adaptive elements of a system at
the architectural level. It enables the evaluation of the sep-
eparation of concerns at the architectural level by comparing
the number of elements inserted in the adaptive part (which
provide exclusively adaptive functionalities) and the number
of the functional elements which depend (e.g., interact) with
the adaptive ones.

**API: Adaptivity Pattern Index**

API = Number of adaptive conceptual elements

This metric indicates the separation of concerns between
the main conceptual (types of) elements implementing the
four steps of adaptivity at the architectural level. If the
value of this metric is four, then the adaptive part of a sys-
stem defines at least a conceptual element for each of these
four steps. If it is zero, the adaptive part of the architecture
is totally integrated with the functional one. The values
between zero and four suggest that two or more adaptivity
steps are provided by the same conceptual architectural el-
ement.

**3.2 System’s Growth**

The growth of a system due to its adaptive part may be
expressed in various terms, ranging from the minimum num-
er of architectural elements required by adaptivity to the
average number of elements needed by an adaptive func-
tionality. These aspects are meaningful for the evaluation of
the overall effort and costs required for the development of
the adaptive part of a system, by providing a first quantitative
perspective during the estimation or analysis of an adaptive
system. These aspects are captured by the following metrics.

**MAG: Minimum Adaptivity Growth**

MAG = Minimum number of elements for adaptivity

This metric indicates the minimum number of elements
needed to make a system adaptive independently of the num-
er of functionalities it provides. Essentially, this metric
expresses the fix growth of adaptivity at the architectural
level. It considers the adaptive elements necessary for the
first adaptive functionality of a system.

**AGF: Adaptivity Growth per Functionality**

AGF = Number of elements for the i-th functionality

This metric indicates the number of elements needed for
the i-th adaptive functionality. It may be seen as a variable
growth for introducing adaptivity per functionality at the
architectural level.

**OAG: Overall Adaptivity Growth**

\[
OAG = MAG + \sum_{i=2}^{n} AGF
\]

The sum between the last two metrics expresses the archi-
tectural growth in number of elements needed by adaptivity.

**AvgAG: Average Adaptive Growth**

\[
AvgAG = \frac{OAG}{n}
\]

This metric expresses the average growth per func-
tionality at the architectural level due to adaptivity. It indicates
the average number of elements needed for each adaptive
functionality.

**GaE: Growth of Architectural Elements**

\[
GaE = \frac{OAG}{Number of functional elements} \times 100
\]

This metric expresses the percentage growth at the archi-
tectural level due to adaptivity.

**3.3 Distribution and Replication**

**ADI: Adaptivity Distribution Replication Index**

It regards the distribution of the adaptive elements on the
physical nodes of an adaptive system. ADI provides informa-
tion on the replication of adaptive elements and entities
inside a system.

**4. INTRINSIC Self-⋆ PROPERTIES CRITERIA**

The intrinsic characteristics considered in this paper are
related to the separation of concerns, structural growth, in-
fluences on the adaptive logic, computational complexity,
decentralization and local algorithms, and automation of
the human tasks. The separation of concerns and system’s
growth criteria presented in the previous section may be
adapted and applied also at the implementation level as
shown in [21]. Hence, this section is focused on the pre-
sentation of the further evaluation criteria.

**4.1 Influence on the Adaptive Logic**

The adaptive logic may be influenced by factors external
to the system, which are usually domain-dependent, and in-
ternal to the system, which are coming from the functional
logic. The evaluation of these aspects provides information
on the domain- and system-dependence of the adaptive logic,
and implicitly of its reusability property. These aspects are
captured by the following metrics.

**DFIA: Domain Factors Influencing Adaptivity**

DFIA = Number of input domain factors in the adaptive
logic

This metric counts the number of domain specific factors
which are taken in input by the adaptive logic. Higher is this
value, stronger is the influence of the application domain or
contextual aspects on the adaptive logic.

**SFIA: System Factors Influencing Adaptivity**

SFIA = Number of input system factors in the adaptive
logic

This metric counts the number of system specific factors
which are taken in input by the adaptive logic. Higher is this
value, stronger is the dependence between the functional and
the adaptive logic.

**FIA: Factors Influencing Adaptivity**

\[
FIA = DFIA + SFIA
\]

This metric counts the total number of factors influencing
adaptivity.
4.2 Decentralization and Local Algorithms

In our experience, nearly all systems exhibiting self-* properties on real-world complexity scale problems rely in one way or another on distribution of the computation, decentralization of the control and local mechanisms. When one local, even simply calculated (in terms of complexity) change can have non-linear repercussion throughout the whole system, how can we calculate the computational complexity of the whole system? There exists work [19] on complexity theories for local search algorithms, with for instance the definition of the PLS (Polynomial Time Local Search) class, but they fix very strict boundaries.

**LCC: Local Computational Complexity**
The LCC concerns the analysis of the local algorithm of each agent. It disqualifies certain local algorithms which require too much computational power.

**DD: Decentralization Degree**

\[
DD = \text{control distribution between agents}
\]

This metrics concerns the deciding step of the adaptivity process. It indicates how the decision process is distributed among agents and how many agents is involved in. The DD metrics combined with the LCC one gives unformation on how simple are the agents in the system and how many other agents does it need to know or interact with.

**ALI: Action Locality Index**

\[
ALI = \text{repercussions of a local action on the rest of the system}
\]

Since self-* systems are complex systems, they are prone to the well known butterfly effect. But we can already evaluate how probable this will be by studying the strategies of the agents in regard to this. For instance, does an agent systematically broadcasts its informations and needs? Or does it proceeds by selecting its targets based on an evaluation of their relevance?

**ANI: Agent Number Influence**

\[
ANI = \frac{\text{efficiency of the system with } n \text{ agents}}{\text{efficiency of the system with } p \text{ agents}}
\]

\(p\) can be higher or less than \(n\). This metrics informs on how the efficiency can drastically increase or decrease depending on the number agents. A ratio between ANI and the costs of an agent helps to evaluate the benefit of introducing/removing agents from the system. More importantly for self-* systems, ANI enables to judge the scalability of a system as it evolves during its life.

4.3 Automation of the Human Tasks

One of the main objectives of exploiting adaptivity in self-* systems is to automate the human tasks [20]. We are interested in the automation of the administrators’ tasks because an adaptive system should be as self-managing as possible. Furthermore, we are interested also in the interaction of the final users with an adaptive system, interaction which should be simple and straightforward. These aspects are captured by the following metrics.

**AAT: Automated Administration Tasks**

\[
AAT = \frac{\text{Number of AAT}}{\text{Number of Total Administration Tasks}} \times 100
\]

This metric indicates the percentage of the automated administration tasks achieved through adaptivity with respect to the total number of administration tasks required by the system.

**AvgUIF: Average User Interaction per Functionality (F)**

\[
\text{AvgUIF} = \frac{\sum_{i=1}^{n} \text{Number of Interactions for the } i_{th} \text{ F}}{n}
\]

This metric indicates the average number of interactions users should perform with a system to require a functionality. \(n\) is the total number of functionalities offered by the system.

5. RUNTIME EVALUATION CRITERIA

Different questions are to be considered by designers to validate the well-functioning of the system and of the self-* mechanism, such as: is the system able to solve the problem for which it is conceived? Is the system able to self-adapt in an efficient way? Are the self-* properties implemented in the system sufficient to insure the robustness? etc. Evaluating the system at run-time concerns the results obtained at the end of its execution and its behavior during it. The former part gives information on the system performance. While the latter part enables the study of how the system handles dynamics and points up the self-* characteristics. Note that the end of the execution of a self-adaptive system is not so easy to determine. This kind of systems has to continuously self-adapt to its environment and has not to stop. If it has to reach a given state or a solution, because of the distribution, the end cannot be known by the system itself. Designers must add a global observer of the system which can decide if the system has reached its goal and by that has to stop.

5.1 Performance metrics

The evaluation criteria presented in this section concerns the results of different system executions for a given scenario. We consider different metrics that can be studied to evaluate the performance of a system. Once these measures are done, they can be used by the evaluator to compare its system with others.

**Latency**

\[
\text{Latency} = \frac{\text{Response time in a self-* situation}}{\text{Response time in an nominal situation}}
\]

This metric indicates the variation of the response time in the presence of self-* conditions when adaptive mechanisms are exploited with respect to the response time in normal conditions for the same functionality. To measure the response time, different definition can be utilized such as the number of performed atomic operation [18], the computing time (CPU) [4, 11, 17] or the number of steps needed by agents to reach the solution [4, 15]. We consider that
this last measure is the most appropriate and easiest way to measure time. In fact, considering the measurement of CPU needs to take into account machines and platform characteristics, while counting the number of verified constraints in distributed context must consider the asynchrony between the agents [18] which is also the case of considering the time needed by the most costly operations.

**WAT: Working Vs. Adaptivity time**

\[ WAT = \frac{Working\ time}{Adaptivity\ time} \]

The working time concerns the time needed to perform the usual function of the system, while the adaptivity time concerns the time needed to self-adapt to changes in the environment. WAT indicates if the system spends too much time communicating (adapting to changes) than working. If this ratio is less than one, this means that a lot of time is given to the adaptation which gives indication on the robustness of the system. For some systems, this distinction is not possible, we propose to evaluate the mean of the time differences MTDP between the execution of the system in a scenario without perturbation and its execution in a scenario with perturbations.

**CL : Communication Load**

\[ CL = \frac{Communication\ Load\ in\ a\ self^*\ situation}{Communication\ Load\ in\ a\ nominal\ situation} \]

In self-* systems, agents usually need to communicate in order to reach the solution or the organization needed to attain the solution. CL enables the study of network load evolution with adding the adaptivity. A way to measure this parameter is the amount of exchanged messages. But, as the number of exchanged message is highly dependent on centralization/decentralization degree (cf. section 4.2) of the algorithms, it would be interesting to analyze the communication load in regard to the decentralization degree. In decentralized algorithms more messages are needed among agents while in centralized approach agents doesn’t have to exchange a lot of information. Unfortunately, rare are the studies that combine them. Different other parameters are interesting to examine when studying the communication load [3]. We distinguish between them the message size and complexity which are relevant indicators of the time needed to understand and process messages. The network load is mainly calculated using this communication load in addition of transit and latency time.

**QoR: Quality of Response**

\[ QoR = \frac{Quality\ of\ response\ in\ a\ self^*\ situation}{Quality\ of\ response\ in\ an\ nominal\ situation} \]

This metric indicates the variation of the quality of response in the presence of self-* properties when adaptive mechanisms are exploited with respect to the quality of response in normal conditions for the same functionality. The accuracy or quality of solution refers to functional adequacy of the designed system.

**ND: Non Determinism**

\[ ND = Distance\ between\ different\ solutions \]

In self-* systems, information are distributed among agents which behave asynchronously. These characteristics normally make the resolution not deterministic. As a consequence, for one considered scenario, the solutions obtained from one execution to another may be different [7]. Studying the distances between those obtained solutions give information about the stability of the system in comparison with exact approach.

**Progress**

\[ Progress = \frac{percentage\ of\ the\ main\ goal\ reached\ at\ each\ step}{Working\ time} \]

Evaluating the progress of the system refers to the study of how the system progressively reaches a complete solution using self-* properties. It is just the measure of the activity. During time, this can be observed by looking at the curves representing this progress as they will have specific forms (linear, exponential, logarithmic) (see section 6). More interestingly for self-* systems, we can analyze how self-adaptation influences this progress: does it maintain or even increase the rate (which is an ideal situation), does the progress slow down (how much?), or even worse, is there a decrease in the progress (the worst being a reset to zero of the progress).

**RAMP: RAM Performance**

\[ RAMP = \frac{RAM\ performance\ in\ a\ self^*\ situation}{RAM\ performance\ in\ an\ nominal\ situation} \]

This metric indicates the variation of the RAM performance in the presence of self-* conditions when adaptive mechanisms are exploited with respect to the RAM performance in nominal conditions for the same functionality.

**CPUP: CPU Performance**

\[ CPUP = \frac{CPU\ performance\ in\ a\ self^*\ situation}{CPU\ performance\ in\ an\ nominal\ situation} \]

This metric indicates the variation of the CPU performance in the presence of self-* conditions when adaptive mechanisms are exploited with respect to the CPU performance in normal conditions for the same functionality.

**SDG: Storage Dimension Growth**

This metric indicates the physical storage growth in kilo bytes due to the presence of the adaptive mechanisms in a system. Adaptive mechanisms include both agents and their link with the functional entities.

**SDA: Storage Dimension of the Agents**

This metric indicates the physical storage growth in kilo bytes needed to store the agents.

**SDCAF: Storage Dimension of the Connections between Adaptive and Functional parts**

This metric indicates the physical storage growth in kilo bytes due to the entities which have been defined for the link and communication between the functional and adaptive part of a system. Those last three metrics give information on the cost and memory usage when adding the adaptation mechanisms.
5.2 Homeostasis & Robustness

As stated above, the main property of self-* systems is their ability to maintain their functioning in an environment presenting a high level of dynamics. In other words, we can say that self-* systems possess robustness, and homeostasis/self-stabilization abilities. The robustness ability is presented by their capacity to maintain their behavior when perturbations occur [23]. The homeostasis ability is what enables the system to regain its normal behavior after being perturbed. In [26], authors defined the homeostasis as the capacity of regaining an ideal state in which the system is operating in a maximally efficient way. Studying those two abilities enables to understand in depth how the system handles the dynamic changes of the environment, and by that validate its adequacy to solve the problem.

\[ RI: \text{Robustness Index} \]

Considering dynamics is a very interesting point in complex problem solving. Events occur at different steps and are usually unpredictable. A robust system is a system which is able to maintain a stable behavior even under perturbations. To measure RI, we can consider:

- The system maintains a functional adequacy even during perturbation. In other terms, the variation of the solution quality is weak under perturbations.
- The new solution (state) reached by the system is closed to the previous one.
- The amount of changes inside the system between the state when the perturbation occurs and the new stable state, is minimal.

\[ TA: \text{Time for Adaptation} \]

\[ TA = \text{needed time to regain a normal behavior after a perturbation} \]

It's the time needed to take into account one type of dynamic changes. The number of steps needed by agents to return to the normal functioning is an appropriate measure of this criterion. Two levels are to be considered to measure adaptation time: local level and global level. In the first one, the TA needed by each agent is examined. Measuring this time allows the designer to examine the self-adaptivity of the agents. In the second one, the self-adaptivity of the global behavior of the system is studied by measuring the TA needed by the system to regain its normal behavior.

6. DISCUSSION

7. RELATED WORKS

Several approaches for the evaluation of adaptivity properties have been proposed in the scientific literature. They are characterized by providing one perspective on adaptivity and/or to be application domain-specific.

A methodology for empirical evaluation of adaptive systems is presented in [27]. In this case, the objective of adaptivity is to reduce the complexity of the interaction between users and information systems. Hence, this work analyzes adaptivity from the user’s point of view.

A set of primary features based on which adaptive hypermedia systems may be evaluated is described in [24]. These features are categorized as follows: adaptation, software quality, software engineering, and technology. This approach considers only a specific type of systems.

A more detailed set of evaluation criteria is presented in [13]. This work proposes the evaluation of self-* systems from three points of view: (1) the methodology adopted for their development, (2) the performances offered at runtime, and (3) the intrinsic characteristics of such systems. More specifically, this paper focuses on aspects related to performance, robustness, computational complexity, and decentralization and local algorithms. Even if this approach is strongly related to the multi-agent domain, it may be adopted for other application domains.

Metrics for the evaluation of adaptability in information systems are introduced in [25], which identifies three generic indexes applicable only at the architectural level: element adaptability index (which is 1 for adaptable elements, and 0 otherwise), architecture adaptability index (defined as the sum of all element adaptability indexes divided per total number of elements), and software adaptability index (defined as the sum of the architecture adaptability indexes for all the architecture of a software divided per the total number of architectures of that software).

The software metrics for adaptivity presented in [22, 21] are categorized in four groups architectural, structural, interaction, and performance issues. They are applicable to the systems for which there are available both a non-adaptive and an adaptive version of the same system.

8. CONCLUSION

In this paper, we have presented a set of criteria meaningful for the analysis of various aspects concerning self-* systems. The main advantage of these criteria is the specification of a common vocabulary for the various design, implementation, and performance issues of adaptivity. They provide a common means for the evaluation of adaptivity, as well as for the comparison of self-adaptive systems from the adaptivity point of view.

The methodologies and architectural criteria are best suited for the analysis and design phase when building adaptive systems. The intrinsic criteria provide information on the characteristics of these systems and the advantages of adaptivity from the administrators and users points of view which is significantly important in various application domains such as e-learning, finance or healthcare. Finally, the runtime evaluation outlines the advantages of exploiting self-adaptivity from the overall quality of the system. They are of a determinant significance for all the actors of adaptive systems.

This work is a first step for evaluating self-* systems and highlighting the consequences of their specific behaviors devoted to their self-adaptativity abilities. The criteria proposed in this paper have been identified through a process similar to the reverse engineering by considering the available relevant case studies addressing self-adaptivity issues. Hence, they concern those aspects which are outlined as advantages of the design and exploitation of self-* properties by the authors of these case studies. Further work will be related to the validation and revision of these criteria by applying them to more case studies. Nevertheless, we are aware that formal validation are fundamental for the evaluation of these systems. Currently, because we can’t formally
prove all the behavior of these systems, we think that partial proofs can be done and a lot of work must be done mixing simulation and formal classical proofs.
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