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Abstract. In the real world as in the virtual one, trust is a fundamental concept. Without it, humans can neither
act nor interact. So unsurprisingly, this concept received in the last years a growing interest from researchers
in security and distributed artificial intelligence that gave rise to numerous models. The principal aim of these
models was to assist users in making safe decisions at the individual level. However, studies have shown that the
behavior of an individual within collective structures (e.g., a group, a community, a coalition or an organization)
is affected (directly or indirectly) by the behavior of other members, creating a social influence dynamics within
these structures. In this article, we study the impact of social influence phenomena when they are applied to
trust management within open distributed communities of self-organized and self-governed agents.

1 Introduction

Virtual communities (VCs) are socio-technical systems wherein groups of distributed individuals
(human and/or artificial) cooperate in achieving common objectives and goals [39, 52]. The
achievement of these goals requires the collaboration of all members through resources, skills
and/or knowledge sharing. A collaboration always bears the risk that one partner exhibits non
cooperative or malicious behavior, making trust a central concern.

Trust and Trust Management have been extensively investigated in the last fifteen years
by researchers from Security and Distributed Artificial Intelligence [5, 48, 52]. By making
reference to the concept of trust, research on trust management has made explicit the parallel
between human societies and distributed computer systems. So, many of what we can learn
about human communities may be applicable in virtual ones. However, little work has been
done so far with respect to what mechanisms humans use to deal with situations in which the
trust decision they make may impact other members of the community. According to Pearlman,
"a key problem associated with the formation and operation of distributed virtual communities
is that of how to specify and enforce community policies" [39]. Collective policies are core
elements of a virtual community. They are used by the members of the community to govern the
access to communities and shared resources. However, in the current literature, solely individual
requirements (i.e., individual policies) are used and considered during the decision process.
Nevertheless, when it comes to social structures with an explicit collective dimension, such
approaches must be prescribed [1, 28, 52]. In fact, the consequences of decisions made by a
member can affect the other members. Making a collective management of trust a necessity.
Indeed, several studies conducted in sociology evidenced the existence of social influence
phenomena making individuals complying with collective norms and policies, even at the
expense of their own interests [46, 1].

The work we report in this article shows how such social influence phenomena can be used
to design a socially-aware trust management for self-organized and self-governed communities
of agents. The objective is to evaluate the impact of a trust management system, that is safe at
the individual and the collective level as well, on the dynamics of these communities.

More concretely, the question we’re trying to answer in this work is whether allowing agents of a community to make evolve collective policies, they are subject to, could produce beneficial effects on communities in terms of number and size.

To that aim, in Section 2, we first review the related works on trust and social influence. In Section 3, we present the multi-agent based virtual community that underpins our trust management model, and expound how our Adaptive and Socially-Compliant Trust Management System (ASC-TMS) assists Virtual Communities’ members in building, enforcing and evolving collective policies. Finally, in order to demonstrate the benefit of our approach, we simulated our model and empirically studied its impact on the dynamics of these communities, in Section 4. The obtained results show a positive effect, foreseeing a beneficial impact on the performance and stability of these communities. We conclude this article in Section 5 with a discussion and some research perspectives.

2 Literature Review on Trust Management

Research on trust has a long tradition in many disciplines such as philosophy (e.g., [19, 40, 27]), Psychology (e.g., [14, 41]), Sociology (e.g., [29, 30, 35]), Economy (e.g., [50, 34, 33]). In Computer Sciences, the necessity of trust appeared with the advent of distributed computing (e.g., Internet) and the increasing use of electronic interpersonal interactions rather than face-to-face ones, especially when interacting partners are software agents [16]. In such settings, the inability to obtain complete information, that is inherent to any distributed system, has driven research to think beyond security. However, in computer science, it is not sufficient to just define/understand trust (what other disciplines mainly focused on). For automation, the concept of trust must be formally conceptualized and represented. The word formal here means that this concept should be captured, represented and manipulated by software programs. As a consequence, in the last decades, research in trust management witnessed an increasing interest in formalization, implementation and evaluation of theories introduced by scholars from the disciplines aforementioned.

Trust management has been mainly investigated in distributed artificial intelligence (DAI) and security disciplines wherein uncertainty constitutes the most challenging issue. In what follows, we provide a overview of what have been proposed in both disciplines. This review aims also at, introducing basic concepts we will rely on in this article, and motivating our contribution in the discussion section (i.e., Section 2.3).

2.1 Trust in Distributed Artificial Intelligence

Trust models in DAI fall into three categories; probabilistic models, reputation models and socio-cognitive models.

Marsh’s work [32] on trust represents the first comprehensive and formal model of trust using a probabilistic approach. Marsh experimented in his doctoral thesis the use of trust as a basis for cooperation among autonomous agents. Starting from the assumption that “neither full trust or distrust are actually possible” in such systems, he proposed a complex calculation algorithm that computes a continuous value of trust based on several factors. This value represents the probability that A will behave “as if” he trusts B. Manchala developed the first trust model that
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4 Term initially coined by Blaze et al. in late 90's.
explicitly uses the notion of risk [31]. Manchala specified a decision matrix in which he used the cost of the transaction, the expected outcome, and the history of the transactions. These factors are then used together in a probabilistic function to determine whether a transaction with a partner should be conducted or not.

**Reputation** is the social evaluation of a group, a community or a society of agents towards the trustworthiness of an individual [44]. In DAI, and more particularly in multi-agent systems, reputation has been considered as a substantial dimension of trust [24]. In ReGreT [44], Sabater and Sierra used three factors based on which trust was computed: the direct experience, the global reputation and an ontological fine-grained reputation which defines reputation values for each trait of the individual using the ontology. In FIRE [23], the authors compute trust based on past experiences, the role of the agent, its reputation and a kind of certified reputation. Vercouter and Muller proposed the LIAR model to process recommendations among multi-agent systems [48, 49].

The model proposed by Castelfranchi and Falcone is the prime trust model that explicitly stressed the importance of the **socio-cognitive dimension** of trust [15]. They defined trust as a mental state based on which artificial agents can make delegation decisions within multi-agent systems. The authors consider trust as a combination of beliefs and goals that constitute this mental state.

### 2.2 Trust in Security

In security, several access and/or usage control models (e.g., [45, 26]), have been successfully used to prevent unauthorized access or manipulation of sensitive, private or confidential resources. However, most of these models operate under a known and finite universe of discourse. The system administrator needs to know beforehand what are the resources to be protected and what are the criteria (e.g., Identity, Role, Label) based on which users should be granted access to these resources. With the advent of Internet and the proliferation of open and decentralized systems, research community was obliged to think beyond security perimeters to enable interactions and collaboration under uncertain settings. Since then, several systems (called Trust Management Systems) have been proposed. We classify these systems into two categories: **Decentralised Trust Management (DTM)** and **Automated Trust Negotiation (ATN)**.

Blaze and Lacy were pioneers in using the concept of trust management in the security domain [5, 6]. They proposed the first **Decentralized Trust Management System**. The authors justified the use of trust in reference to the delegation mechanisms they used to address distribution in modern systems (e.g. Internet). Credentials (digitally signed documents) are used to allow an individual to express the trust relationship it has with another individual with respect to a particular issue (e.g. accessing a resource). For instance an individual A may issue a credential stating that he trusts another individual B to access a resource R he owns. Subsequently, B can express the trust he puts in another individual C with respect to the same issue. Now if C requests to A the access to R, he will provide the credential provided by B and the objective of the model is to evaluate whether there is a valid trust (delegation) chain from A to C about accessing the resource R. Analogously, several systems have been proposed in the last decades such as SULTAN (Simple Universal Logic-Oriented Trust Analysis Notation) [17] or Kagal and colleagues’s [25] trust model for distributed security in the context of multi-agent systems.

Credentials which are implemented in DTM as identity or delegation certificates are used in trust negotiation systems to convey the identity and the attributes of the holder. So releasing a credentials imply the disclosure of such sensitive information. To that aim, Winslett and
colleagues [53] introduced the concept of **trust negotiation**. Trust is established through the gradual, iterative, and mutual disclosure of credentials and access control policies. This model has been proposed to leverage privacy issues that may arise when the disclosed credentials are sensitive. The authors build on exiting **decentralised access control models** to allow bilateral establishment of trust.

Trust-\(\mathcal{X}\) is a trust management system that was designed for trust negotiation in peer-to-peer systems [2, 3]. The Trust-\(\mathcal{X}\) engine provides a mechanism for negotiation management. The main strategy used in Trust-\(\mathcal{X}\) consists in releasing policies to minimise the disclosure of credentials. So only credentials that are necessary for the success of a negotiation are effectively disclosed [47]. Trust-\(\mathcal{X}\) provides also a mechanism to protect sensitive policies. Another novel aspect of this system consists in the use of trust tickets. Trust tickets are issued upon successful completion of a negotiation. These tickets can later be used in subsequent negotiations to speed up the process in case the negotiation concerns the same resource.

Bonatti et al. proposed a flexible and expressive negotiation model called **PROTUNE** (**PRovisional TrUst NEgotiation**) [9, 10]. This framework is a system that provides distributed trust management and negotiation features to web services. PROTUNE consists in a policy language (based on PSPL [8]) and an inference engine based on (PeerTrust [37]). The most innovative aspect of PROTUNE relies in its high degree of expressiveness. One of the main advances made by PROTUNE lies in the use of declaration along with credentials during the policy evaluation process. Declarations are the unsigned equivalent of credentials. They can also be considered as statements that are not signed by a certification authority. However, the most novel part of the project remains the policy specification language with combines access control and provisional-style business rules.

### 2.3 Summary and Discussion

In DAI, trust is calculated. It takes often the form of a reputation representing the evaluation of the reliability (in term of trustworthiness) of an individual performed by a group of individuals [48]. With respect to that, several models have been proposed (e.g., [44, 48, 23]). The common aim of these models was to improve the evaluation, propagation and the update of reputation measures.

In security, trust is verified. The mechanisms used for this verification have their roots in access control paradigm. Policies are used to express delegation of rights and/or privileges (i.e., trust relations) [5]. They are also used to express conditions that should be met prior to the establishment of any trust relationship [16]. The verification of trust uses certificates (i.e., credentials) provided by the interlocutor against active policies. If the information conveyed by these certificates satisfy the conditions stated in the policies, trust is established. Furthermore, in some situations, certificates may contain sensitive information. Since any disclosure of this information may be harmful for the owner, a negotiation phase is usually required prior to their release [51].

In security as well in DAI, the objective of state-of-the-art solutions is essentially to make the users’ decisions as safe as possible at the personal and individual level. However, with the ever growing success of social networks and virtual communities, the ability of trust models to take into consideration the social dimension of these new environments is challenging how trust was traditionally computed or verified. Furthermore, several studies in Sociology demonstrated the existence of influence mechanisms, not only from the community to the individual (e.g., [46, 1]), but from the individual to the community as well (e.g., [36, 28]). Researchers such as Sherif [46], Asch [1], Moscovici [36] or more recently Latané [28] have identified two kinds of influence: influence of the group on an individual, and the influence of an individual on the group. The
first is called \textit{majority influence} and the second \textit{minority influence}. Majority influence has been defined as the attempt by the majority of individuals in a group (or a figure representing them [4]) to impose its common position on an individual or a minority of dissenter\[46, 1\]. Analogously, minority influence takes place when a minority exerts an influence that makes the group change its position in favor of the minority [36]. Nemeth explained that when majorities are faced with a consistent attitude (the one of the minority) they are confused and try to understand why the minority is so determined to express controversial opinions [38]. Minority influence is built upon this questioning that disconcerts the majority and leads in some situation to conversion.

The work presented in this article aims at reproducing these phenomena and study their effect in the context of trust management within communities of Agents. We more specifically tried to reproduce the mechanisms described in \textit{social influence theory} [28] to specify in which conditions collective policies emerge, are enforced and/or adapted.

3 Trust Management within Communities of Agents

The adoption of agent and multi-agent technologies is a trending approach for modeling and implementing collaborative, self-organized and self-adaptive virtual communities (VC) as well as social networks (SN) in general [11, 42, 18, 52]. In this section, we will describe the multi-agent-based framework that underpins our trust management model. This model has already been presented in [52] but the contributions introduced in this article builds on the top of that model, which requires the reader to have in mind basic understandings of our previous works (that we summarize hereafter).

3.1 Specification of Agents Communities

As illustrated in Figure 1, agents are used as first class abstraction of virtual communities participants.

This multi-agent system \( S \) can be defined at a time \( t \) by a 5-uplet:

\[
S^t = (A, R, C, I, \Delta)^t
\]

where:

- \( A \) is the set of agents participating to \( S \),
- \( R \) is the set of resources that constitute the environment shared by the agents,
– \( C \) is the set of communities organizing and structuring the activities of the agents,
– \( I \) is the set of interactions between agents,
– \( \Delta \) is the domain ontology.

In order to reduce the complexity of our descriptions, we will fully refrain from delving into MAS detailed properties of \( S \). Instead, we focus on the agent \( (A) \), the environment \( (R) \), the organization \( (C) \) and the interaction \( (I) \) elementary dimensions with respect to the VOWELS paradigm \([13]\).

Agents represent autonomous (software or real) entities able to perform some tasks in line with their goals. \( A \) represents an heterogeneous population of agents. The heterogeneity of these agents is characterized in terms of the properties they possess. Properties represent the prevailing traits of an agent within the system.

The system environment is defined as a dynamic set \( R \) of passive entities called resources. \( R \) is dynamic because the resources are unpredictably created, updated and destroyed. The content that resources encapsulate represents data, services or any functionality that supports agents in their individual and collective activities.

In this system, we are particularly interested by the situations where, for some specific reasons, agents from \( A \) form several temporary ad-hoc groups. We denote the set of all possible groups in \( A \) by \( C \) where \( C = \{c_1, c_2, c_3, \ldots, c_m\} \). We refer to each member \( c_i \) of \( C \) as a virtual community. So virtual communities are sporadic and ephemeral organizations wherein agents are grouped to achieve a common objective. Our specification of communities is based on the Moise \([21]\) meta-model. However, due to the paper format, we will not provide the detailed Moise specification of communities.

In \( S \), each agent has a set \( G \) of (personal and/or collective) goals to which the agent has to some extent committed to. The achievement of each goal involves the performance of a sequence of actions (i.e., plans) on resources. These resources may be personal (i.e., owned by the agent) or non personal (i.e., owned by other agents or communities). So, trust becomes an issue in \( S \).
since the fulfillment of agent’s goals may require the access to sensitive resources, owned and governed by other agents. The trust issue arises also when the agents have to make decisions about admitting or not new members within their communities. To this aim, we present in the following section the trust management model we proposed to assist agents in their personal decision making [52]. Then we will show how we extended this model in order to take into consideration the social phenomena that we discussed in the introduction of this article: how to enable a collective and socially aware management of trust decisions.

3.2 Individual Management of Trust

In our model, (trust) policies are used to encapsulate the conditions (or constraints) that an agent (at the individual level) considers as necessary to establish trust with others. We represent policies as a collection of conditions, called trust criteria. A policy $\pi$ is defined:

$$\pi_{\text{Issuer}} = \{tc_1, tc_2, \ldots, tc_n\}$$

where Issuer is the individual or the community that issued the policy, Pattern is the Trust Pattern to which the policy applies, and $\{tc_1, \ldots, tc_n\}$ is a set of trust criteria. TrustPatterns (or Patterns, for short) are used to specify the issue of the decision a policy can be used for. It is defined as a pair $\langle \text{action}, \text{target} \rangle$ that specifies which action the requester wants to perform, and the artifact the action will affect. Trust criteria, denoted $tc$, are the building blocks of policies. They are atomic conditions\(^5\) used to express threshold values over trust factors. A trust criterion $tc$ is defined by:

$$tc = \langle f, op, v, w, t \rangle$$

where:

- $f$ is a trust factor ($f \in \Delta$) that defines the properties of interlocutor agent on which we want to express constraints (conditions)
- $op \in \{=, >, <, \leq, \geq, \neq\}$ is a comparison operator,
- $v$ is the criterion threshold value.
- $w \in \mathbb{Z}$ is the criterion weight,
- $t \in \{m, o\}$ is the criterion type; “$m$” means that the trust criterion is mandatory, while “$o$” means that it is optional.

To illustrate the trust policy language that we defined above, let’s take the following sample policy:

$$\pi_{Bob}^{\langle \text{join, community} \rangle} = \{\langle \text{age}, \leq, 33, 2, m \rangle, \langle \text{age}, \geq, 18, 2, m \rangle, \langle \text{identity}, >, \text{complete}, 1, o \rangle, \langle \text{reputation}, >, 70\%, 1, o \rangle\}$$

With this policy, Bob (the Issuer) governs his decisions about who can be admitted in the communities Bob belongs to. In this policy, four trust criteria are used to specify conditions over the age, the identity and the reputation of the candidate. For each criterion, Bob specified the threshold values, the weights and if these criteria are mandatory or not. Figure 2 illustrates how this policy is evaluated by Bob. First (1), Alice sends a request to Bob, asking him the
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\(^5\) By atomic we mean that these constraints cannot be further divided into other smaller conditions.
permission to perform an operation on a resource owns/controls. Bob makes use of this Trust Management System (ASC-TMS) to (2) select the appropriate policy (based on the Pattern, which is a pair <Operation, ResourceType>). The evaluation of this policy is performed by the function $E$. This function receives as inputs the policy and the required information to evaluate it. Here, two kinds of information are necessary: credentials and declarations. Credentials are certified documents stating a property of their owner. In this example, Alice need to provide Bob with credentials to prove her identity and her age (3). In the meantime, Bob’s ASC-TMS collects information from other participants to compute the reputation value it requires to evaluate the policy (3). The evaluation function $E$ (4) uses a weighted sum to compute the policy satisfaction degree based on the information collected by the model [52].

Concretely, let $\pi^x_a$ be the policy used by the individual $a$ to handle requests of the pattern $x$ (e.g. $x = (\text{read, text})$). Now let us consider the request $r$ initiated by $b$. After receiving the request, the controller $a$ collects the trust information required by its policy and builds the requester’s profile $a, \psi^b$.

The evaluation of $\pi^x_a$ is achieved by applying the function $E(\pi^x_a, \psi^b)$ as sketched by the formula 4 below, knowing that:

$$\pi^x_a = \{\langle f_1, op_1, v_1, w_1, t_1 \rangle, \ldots, \langle f_n, op_n, v_n, w_n, t_n \rangle\}$$

is the policy under evaluation, and

$$\psi^b = \{q, b, \langle f_1, v'_1 \rangle, \ldots, \langle f_m, v'_m \rangle\}$$

is the profile that $a$ built about $b$. The policy evaluation is then performed as follows:

$$\begin{align*}
\sum_{i=1}^n \sum_{j=1}^m w_i \cdot E((f_i, op_i, v_i, w_i, t_i), (f_j, v'_j)) \\
\text{where } \langle f_i, op_i, v_i, w_i, t_i \rangle \in \pi^x_a, \langle f_j, v'_j \rangle \in \psi^b \text{ and } f_i = f_j \\
0 \text{ if } \exists t_i \in \pi^x_a \text{ / } E((f_i, op_i, v_i, w_i, t_i), (f_j, v'_j)) = 0 \\
\wedge t_i = m
\end{align*}$$

(4)

The function $E((f_i, op_i, v_i, w_i, t_i), (f_j, v'_j))$ valued in $[0, w_{f_i}]$ performs the evaluation of a trust criterion $tc_i$ with respect to a trust information $ti_j$. The correspondence between the trust criterion and the trust information is done based on the common trust factor they use. For instance, a trust criterion that constraints the age of the interlocutor is evaluated with the trust information that testifies such trust factor. So for each trust criterion, the function $E$ looks for the corresponding trust information and evaluates whether this information satisfies the criterion or not. If it satisfies it, the computed value is 1 which is further multiplied by the weight of the criterion $w_i$, otherwise the computed value is 0. A trust criterion is computed to zero either because the trust information failed satisfying the criterion, or because the appropriate trust information has not been acquired. Further, the results of the evaluation of each trust criteria are summed and divided by the sum of all the weights. So the result represents the mean of the weighted sum and constitutes the satisfaction level of the controller policy with respect to the requester profile. Finally, if one of the criteria that are not satisfied is mandatory, the evaluation of the policy fails and returns 0.

In the above example, the information collected by Bob about Alice (e.g., certificates, reputation values declared by other members) satisfy only 66% of the criterion expressed in his policy. This value is then forwarded to a separate trust decision model that will derive a trust decision to admit Alice in the community or not based on it (5). This model is out of the scope of this paper (see [52] for more details) but we assume that Bob will use a kind of acceptance threshold value to allow automatic decision making.
3.3 Collective Management of Trust

In the previous example, our trust management system follows a classical scheme that allows Bob to take autonomous and sovereign trust decisions. However, within social structures such as multi-agent communities, such behavior could be risky for the community and consequently for each member as discussed in Section 1.

This is why we have extended our model with mechanisms to "adapt policies to social context". From the analysis of social theories, we identified top-down pressure by means of which the community forces its members to adapt their individual policies with respect to a collective one, but also a bottom-up pressure in which the individual policies of each member of the community shape the collective policy. This bottom-up pressure is then further detailed into two sub-pressures in reference to the process by means of which agents build the collective policy, and those they use to change it (i.e., evolve).

To adapt individual policies with respect to the social context (both bottom-up and top-down pressures), we define adaptation meta-policies. When applicable within the agents' communities, they are used to allow agents to trigger changes on their policies. Each meta-policy $m \in M$ is defined as a function:

$$m : \mathcal{I}_a \times \Pi \times \mathcal{S}_t \times K \rightarrow \Lambda$$

A meta-policy $m$ receives as input an instance of interaction $\mathcal{I}_a$ (involving a trust decision), a policy, an image of the system $\mathcal{S}$ at a time $t$ and a condition expression to the appropriate set of actions to be performed on the policy.

Event-Condition-Action (ECA) rules [43] are used to implement adaptation meta-policies. Each meta-policy is composed of three parts: the event, the conditions and the actions as illustrated hereafter:

$$\langle \text{event} \rangle : \langle \text{condition} \rangle \leftarrow \langle \text{action} \rangle$$

The intuitive reading of an ECA meta-policy is “if the event occurs in a context where the condition holds then the action must be executed”. The event is generated by the trust management system (i.e., ASC-TMS) whenever it identifies one of the situations requiring policy adaptation (i.e. social pressures). The $\langle \text{condition} \rangle$ is a possibly empty set of conditions $k_i \in K$. The conditions represent filters over the agent’s context $\mathcal{S}_t$. The $\langle \text{action} \rangle$ is a sequence of adaptation operations through which the agent can change its policy. Finally, the $\langle \text{event} \rangle$ is the triggering event that will launch the adaptation. The triggering event allows to associate a name to each adaptation meta-policy.

In order to make policies adaptation possible, agents are endowed with a set of adaptation operations that can be applied to policies. Each operation is an action by means of which an agent can change the policy in a particular way. We identify two types of adaptation operations: simple operations and complex operations. Simple operations concern the addition or deletion of trust criterion present in the policy, the change of the threshold values and/or the weights of existing criterion. Simple operations are defined as follows:

$$\forall \omega_i \in \Lambda, \omega_i : \Pi \rightarrow \Pi$$

In order to illustrate how meta-policies and simple operations are defined and used, let us consider the following example:

$$\text{Instantiate}(\Pi_{Bob}, \_\_\_, R, \_\_\_) : R.value^t > R.value^{t-1}$$

$$\leftarrow \text{RestrictCriterion}(\Pi_{Bob}, \text{reputation})$$

In this example, Bob uses a meta-policy that systematically restricts the reputation of the selected policy each time the requester resource value increases.
Complex operations allow the creation and/or modification of a policy based on other policies. It is mainly through this type of operations that the collective dimension of trust management operates. Complex operations are defined as follows:

$$\forall \omega_i \in \Lambda, \omega_i : 2^\Pi \rightarrow \Pi$$

(8)

Concretely, two adaptation operators have been defined to enable agents to mimic the majority social influence observed by the sociologists [46, 1, 36].

**Combine**($\Pi', c, mh, \pi'$) operation is used to combine a set of policies $\Pi' = \{\pi_n, \pi_m\}$ (where $n \neq m$ are agents identifiers) into a policy $\pi'$ representing the collective policy of the community $c$. So this operator allows a set of agents, structured in a community, to shape a collective policy based on the individual policy of each member. The policies combination mechanism relies on policies composition heuristics [52]. As an example, we illustrate in Figure 3 how this operator is used in this situation to generated a collective policy based on three distinct individual policies. Here, the heuristic is configured to be reject conservative. In other words, the generated collective policy will never accept a request that any of the members would have rejected. Analogously, we defined different heuristics that the combine operator will use in order to cover all imaginable situations that could exist in real communities (e.g., strong consensus, weak consensus, etc.).

**Integrate**($\pi_1, \pi_2, ih$) primitive integrates two policies using the heuristic $ih$. The heuristics here are used in the same way as in the combination. Two policies can be integrated in many distinct ways, each way produces a separate outcome that reflects the intent of the agent performing the integration. For instance, when policies to be integrated are in conflict, the heuristics determines if the TMS should keep the most restrictive value, or the less restrictive ones. Another heuristic could guide the system towards to arbitrate the conflict be proposing a half-way value. In fact, this operator is used by the agent to integrate its individual policy with the collective policy that is applicable in his community. So the integration can be seen as a particular case of combination and hence makes use of heuristics that are similar to those discussed in the combination.
3.4 Policies Evolution

In addition to combination and integration, agents are also able to mimic minority social influence [36] through collective policies evolution mechanisms. Indeed, for many reasons, any collective policy used within a community may have to become obsolete. For instance, when members turnover pace is very high, new members may no longer feel represented in the effective collective policy, calling for its adaptation. To that aim, we introduced a third adaptation operator (i.e., Evolve) to make policies evolution possible. The Evolve operator allows each member of the community to adapt it and to propose this new version to the other members. The detailed mechanisms is presented here-after.

Collective policies evolution is performed in the following steps:

The first step is responsible of detecting situations necessitating the adaptation of the collective policy and to trigger the appropriate adaptation. This is performed using a meta-policy that we state as follows:

\[
evolve(\pi^{Pattern}, c) : k_0, \ldots, k_n \leftarrow \forall a_i \in c.A
\langle a_j.\varepsilon, inform, a_i.\varepsilon, cfe(\text{Pattern, Adaptation, TrustFactor}) \rangle
\]

(9)

In this meta-policy, the context conditions \(k_0, \ldots, k_n\) captures the context in which the collective policy has to be adapted. This context can be generic (e.g. performed systematically by a new member) or specific to a particular situation (e.g. after several failures in negotiation because of the same trust criterion). If the context holds, the initiator agent (i.e. \(a_j\)) informs its community fellows (\(\forall a_i \in c.A\)) about the adaptation he wants to perform on the collective policy (i.e. \((\text{Pattern, Adaptation, TrustFactor})\)). Here, Adaptation refers to a subset of simple operations (\(\forall \omega_i \in \Lambda^I\)) though which the agent will bring changes to the collective policy.

When a member receives the call for evolution (i.e. \(cfe(\text{Pattern, Adaptation, TrustFactor})\)), the corresponding meta-policy is triggered to evaluate whether the agent personal conditions to accept such proposal are met. Such meta-policy is stated as follows:

\[
cfe(\text{Pattern, Adaptation, TrustFactor}) : \]
\[
k_0, \ldots, k_m \leftarrow \forall a_i \in c.A
\langle a_j.\varepsilon, inform, a_i.\varepsilon, vote(agree, \text{Pattern, Adaptation, TrustFactor}) \rangle
\]
\[
countVotes(\text{Pattern, Adaptation, TrustFactor})
\]

(10)

With the above meta-policy, the agent receiving the call for evolution will accept the call and send an agreement statement that every agent will receive. Of course, the agreement of an agent may influence the agreement of another agent but we do not consider/handle such influence in our work. If the evolution conditions stated by the agent do not hold, the agent will disagree and notify other agents accordingly. Worth noting that the set of conditions used by the agent \(a_i\) to trigger the evolution process are different from those used by each agent to accept or not such proposition.

Once the agents have finished voting\(^6\), the evolution initiator and every member of the community count the votes that agree with the proposition and those which do not. Then each

\(^6\) We assume that agents make use of a timer to control the voting process time.
agent makes use of a voting system to determine whether the adaptation has been accepted by the community members or not. This can be done via the following meta-policy:

\[
\text{countVotes}(\text{Pattern}, \text{Adaptation}, \text{TrustFactor}) : \\
\text{count}(\text{vote}(\_\_\_, \text{Pattern}, \text{Adaptation}, \text{TrustFactor})) \\
\geq (|c.A| \times 2/3) \land \\
(\text{count}(\text{vote}(\text{disagree}, \text{Pattern}, \text{Adaptation}, \text{TrustFactor})) > \\
\text{count}(\text{vote}(\text{agree}, \text{Pattern}, \text{Adaptation}, \text{TrustFactor}))) \\
\leftarrow \text{makeEvolution}(\text{Pattern}, \text{Adaptation}, \text{TrustFactor}) \tag{11}
\]

This meta-policy counts the total votes and compares it with the community population. If two-thirds of the population have voted, the vote is considered to be valid. When the vote is valid and the agreeing voters outnumber the disagreeing voters, the collective policy is adapted. When the proposition to adapt the collective policy is accepted, each agent (those who agreed and those who did not) makes use of the following meta-policy to make the adaptation of the collective policy effective.

\[
\text{makeEvolution}(\text{Pattern}, \text{Adaptation}, \text{TrustFactor}) : \\
\text{policy}(P, \text{Pattern}) \land P.\text{Issuer} == c \land \\
\text{Adaptation} == "\text{restrict}" \\
\leftarrow \text{RestrictCriterion}(P, \text{TrustFactor}) \tag{12}
\]

This last meta-policy selects the collective policy that corresponds to the pattern concerned by the adaptation. Then the adaptation operation is performed on the policy. Of course, this meta-policy applies only to the evolutions that makes the collective policy more restrictive. Similarly, other meta-policies are defined for each adaptation operation.

## 4 System Evaluation

The principal objective of our experiments is to study the impact of the trust management on the dynamics of agents communities. We are particularly interested by the evaluation of the impact of using the concepts drawn from the social influence theory (i.e., combination, integration and evolution) on the management of trust within large systems. To that aim, we used the Recursive Porous Agent Simulation Toolkit (Repast) [12], a free and open-source multi-agent simulation platform, to simulate an open innovation scenario. Our principal motivation in using Repast lies in the fact that this platform is currently considered as the most suitable simulation framework for social scientific agent based computer simulation [20]. This makes Repast the most appropriate candidate for experimenting the benefits of using the Social Influence Theory in Trust Management.

### 4.1 Open Innovation Scenario

The simulated scenario is based on open innovation communities. Open Innovation is currently recognized as an exciting new way to generate breakthrough innovation at lower cost and fast time. This approach is adopted by companies and organizations to enhance innovation in their R&D departments by harnessing external ideas. Open innovation is often conflated with the open source approach for software development. Indeed, both approaches rely on the abundance
Fig. 4. Simulation Process
of external source of idea to create value. However, open innovation incorporate the business model in the innovation process, while *open source* approach downplays or denies it [22]. With respect to this issue, participants in *open innovation* process are more concerned by *trust* as the business model represents the source of both value creation and capture.

### 4.2 Simulation Model Description

In our scenario, we consider a system that is composed of a set of agents that try to solve the same problem. Collaboration allows these agents to solve the proposed problems more quickly, maximizing their chance to gain the reward. For simplicity, we assume that one participant is playing the role of *seeker* and the other participants are playing the role of *solver*. The simulation is initialized by creating one *seeker* and a given number of *solvers*. The objective of the *seeker* is to find a solution to a given number of problems (i.e. chCount), while solvers aspire to optimize their individual utility. This utility can be increased by winning a challenge and obtaining the reward, or by being a member of a community that won a challenge. A challenge is a problem to which the seeker is willing to give a reward against a solution that satisfies its requirements. Defining how a solution is considered satisfactory by the seeker is out of the scope of this work.

![Flowchart describing the abstract innovation process](image)

**Fig. 5.** Flowchart describing the abstract innovation process

### 4.3 Open Innovation Simulation

The simulation starts when a new challenge is made available by a *seeker*, as illustrated in Figure 4. Once a new challenge is found, the *solver* decides whether to *work collaboratively* or to *work alone* on it. This decision is defined by its propensity to collaborate that we express as a probability drawn from a uniform distribution $U[0, 1]$ (i.e. *collaborativeness*). If the *solver* decides to collaborate, he first checks whether he is not already member of a community. If not, the *solver* will try to join a community otherwise, he will try to create a new one.
At this stage, if the member succeed to join or create a community, he will work collaboratively, otherwise, he will work alone. A round of this simulation model is completed when every solver has been given exactly one opportunity to work. Once the solver finishes working, he evaluates whether the value of the solution he participated in reached the objective of the challenge. If it is the case, the state of the challenge is set to met and the agent (or community of agents) is rewarded. If not, the seeker checks whether the challenge did not expire, otherwise he introduces a new one. If the seeker reaches the number of challenges he wanted to solve, the simulation stops.

In this scenario, two types of trust decisions are made. The fist one concerns the admission of new members in the community, and the second one about the access to the resources encapsulating the solutions. For each type of decision, we defined two policies, an individual one, specific to each agent and a collective one, created withing the community that the members have to comply with. We make use of norms to define sanctions agents have to face in case of non compliance [52]. In addition, all decisions made by any agent are systematically verified by the Simulation System\(^7\). Each time an agent takes a decision against the collective policy, this agent is sanctioned. After three sanctions, the agent is evicted from the community. We manage this process of sanction and eviction using the norms defined in the Moise specification of community.

4.4 Trust Decision Making Process

Up to now, we described the process followed by the solver during the simulation in abstract terms. For instance, we did not detail what is really happening in the working (alone or collaboratively) step. To that aim, we present in Figure 5 how the cooperativeness attribute influences the behavior of solvers.

As illustrated in the figure above, if the cooperativeness value is positive and not null (i.e. \(> 0\)), the solver will improve the solution (i.e. \(x\).solution) to which he is accessing proportionally to its cooperativeness. Contrariwise, if this value is null or negative, the solver will profit from the solution and vandalize it proportionally to its cooperativeness value. Rewards are determined in terms of utility. At the beginning of the simulation, each solver is provided an initial utility score of 100 units. Then this score is affected (positively or negatively) by the decisions made by this solver.

A solver can gain utility units by winning a challenge or participating in a community which won a challenge. A solver can also gain utility when accessing valuable resources or by letting competent and cooperative solvers manipulate its resources, or the resource of its community.

A solver can also loose utility units. The utility of a solver decreases in three situations: (1) when his solution has been vandalized by a malicious solver, (2) when the solution of its community has been vandalized, and (3) when he violates the collective policy of its community.

4.5 Experimentation parameters

The simulation model is essentially composed of two type of agents (seeker and solver), a class encapsulating the concept of community, a class representing the solutions proposed by solvers and a class representing the challenge. In this section, we present the parameters used to setup our simulation. The parameters of the experimentation fall into two categories; parameters that relate to the challenges and those that relate to the solvers. These parameters represent default settings if not stated otherwise:

\(^7\) For simulation purposes, we created a Big Brother component that is able to observe all interactions and their outcome. It is this component that extracts simulation metrics and computes statistics.
<table>
<thead>
<tr>
<th>Attribute</th>
<th>Values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>$[0, 10^4]$</td>
<td>Corresponds to the value that a solution should reach to fulfil the challenge</td>
</tr>
<tr>
<td>Reward</td>
<td>$[0, 10^3]$</td>
<td>Corresponds to the utility the agent(s) that proposed the solution will gain in terms of utility. If the challenge is fulfilled by the members of a community, they will share the utility.</td>
</tr>
<tr>
<td>Deadline</td>
<td>$[0, 10^3]$</td>
<td>Corresponds to the number of simulation steps that the challenge will remain active before its expiration.</td>
</tr>
<tr>
<td>competence</td>
<td>$\mathcal{N}(0, 1)$</td>
<td>Corresponds to the solver’s competence degree. It determines to which extent the solver is able to improve a solution.</td>
</tr>
<tr>
<td>collaborativeness</td>
<td>$\mathcal{U}(0, 1]$</td>
<td>Expresses to which extent a solver is willing to work collaboratively. It represents the probability to see the solver creating/joining a community.</td>
</tr>
<tr>
<td>cooperativeness</td>
<td>$[-1, 1]$</td>
<td>Determines how the solver behaves when accessing resources that he does not own.</td>
</tr>
<tr>
<td>interaction</td>
<td>$0.8$</td>
<td>Corresponds to the provability of an agent to have an interaction.</td>
</tr>
</tbody>
</table>

Table I. The variables of a challenge

- **Challenges’ parameters:**
  1. **Challenges Count:** the number of challenges introduced.
  2. **Challenges Objectives:** what is the objective (i.e. resource value) that the agents much reach to win the challenge. The objective of each challenge was set to $10^4$.
  3. **Challenges Rewards:** what is the reward that agents will gain in winning the challenge. The reward of each challenge was set to 1000.
  4. **Challenges Deadline:** what is the deadline of the challenge. The deadline of each challenge was set to 1000.

- **Solvers’ parameters:**
  1. **Policies:** each solver is endowed with two policies which type, value and weight are randomly generated. The first policy is used for making decisions about access to resources, while the second is used to make decisions about whom to collaborate with (i.e. community membership).
  2. **Competence:** the competence of solvers is drawn from a centered normal distribution $\mathcal{N}(0, 1)$.
  3. **Collaborativeness:** the collaborativeness of solvers is drawn from a uniform distribution $\mathcal{U}[0, 1]$.
  4. **Cooperativeness:** the cooperativeness of solvers was set manually in order to have a population that is composed of 10% altruist, 40% cooperative, 40% selfish and 10% malicious solvers.
  5. **Interaction:** this parameter determines the probability of a solver to interact with other solves (i.e. request access to solution). This parameter has been fixed to 0.8.

### 4.6 Simulation metrics

**Metrics** represent the statistics that we rely on in the evaluation of our approach. These metrics are presented in what follows:

- **sovCount:** the number of solvers in the system.
- **comsCount:** the number of communities
- **comsSize:** the population of each community

The table 1 summarizes the parameters presented above.
4.7 Hypothesis and Results

The innovative aspect of our trust management model lies in the joint use of the collective and individual dimensions during trust assessment. This joint consideration is made possible using policies adaptation mechanisms through policies combination, integration and evolution. Therefore, in our evaluation, we get particularly focused on the assessment of the impact of these mechanisms on the dynamics of agents communities.

In our experiments, we will rely on the number of communities and the mean size of each community to grasp it. We assume that systems with bigger number/size of communities constitute a better place for collaboration and thus innovation. We assume also that the more a community is bigger the less it is prone to collapse.

In this evaluation, we used 1000 solvers and 1 seeker which was initialized with 10 challenges. Each challenge has a deadline of 1000 simulation steps, thus the average duration of a simulation is around 10000 steps. The objective has been fixed with respect to the standard settings presented previously. Also, communities do not necessarily explode after the end of each challenge as long as a new challenge is rapidly introduced. Members prefer to remain in a community rather than leaving it.

We simulated seven experimental populations. A summary of the parameters used for each population is provided in 2. Populations have different behaviors with respect to our model (combination, integration and evolution). Moreover, we used populations with different degrees of integration in order to assess the impact of the compliance on the dynamics of communities. Also, in our scenario, we make use of random draws which make our simulation stochastic. As a stochastic simulation, our evaluation will produce different outcomes for different random number streams, which are generally driven by choosing different random seeds. For instance, some solvers may interact only with good solvers (i.e. altruist or cooperative) or bad solvers (i.e. selfish or malicious) solver. In addition, the result of each solver is also the consequence of the values they have been initialized with. So in order to minimize this effect on our results, and to explore the space of all possible outcomes, all graphs presented plot the mean of 100 execution of the simulation. Then we compared the results of each population and that we discuss hereafter.

<table>
<thead>
<tr>
<th>population</th>
<th>Combination</th>
<th>Integration</th>
<th>Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>population 1</td>
<td>false</td>
<td>0</td>
<td>false</td>
</tr>
<tr>
<td>population 2</td>
<td>true</td>
<td>0</td>
<td>false</td>
</tr>
<tr>
<td>population 3</td>
<td>true</td>
<td>0.5</td>
<td>false</td>
</tr>
<tr>
<td>population 4</td>
<td>true</td>
<td>0.8</td>
<td>false</td>
</tr>
<tr>
<td>population 5</td>
<td>true</td>
<td>1</td>
<td>false</td>
</tr>
<tr>
<td>population 6</td>
<td>true</td>
<td>0.8</td>
<td>true</td>
</tr>
<tr>
<td>population 7</td>
<td>true</td>
<td>1</td>
<td>true</td>
</tr>
</tbody>
</table>

Table 2. Populations used in the simulations

With respect to this settings, we formulated four working hypotheses that we aim to demonstrate.

**Hypothesis 1** Here we want to show that communities wherein agents are able to perform policies combination in order to emerge a collective policy have a better dynamic than communities composed of "non combining" agents.

In this simulation, population 1 is used for control purpose, while population 2 is used to assess the benefit of combination.
As showed in Figure 6, the effect of combination on population 2 was quite negative. We explain this result by the fact that agents from population 2 are handicapped by the process of building collective policies while they do not benefit from it as they are unable to integrate these policies. Thus without integration mechanisms, this feature will only have a prescribing effect, making agents more frequently sanctioned (excluded), and communities collapsing more often. Also, we observe that all agents (60%) do not necessarily belong to a community. This is due to their willingness to collaborate (to be in communities) and also to their ability to trust each other.

**Hypothesis 2** This hypothesis considers the dynamics of communities composed of compliant agents (able to integrate collective policies) are better than the dynamics of communities composed of non-compliant agents. Here we try to verify the impact of the combination where agents are able to, not only emerge collective policies from individual ones (i.e., combination), but also to comply with these policies through integration. For this purpose, we used population 5 in the same settings that we used to simulate population 1 and population 2. The results of these evaluations are plotted in Figure 7.
As expected, populations 5 produces the best results. The communities created in this population have a much better dynamic as their members systematically comply with collective policies. To simplify, agents of this population never violate their collective policies and thus are never excluded, making communities collapse less frequent.

**Hypothesis 3** Here we want to check that *communities dynamics is function of the proportion of compliant members composing it*. In the previous experiment, we showed that 100% compliant communities reveal to be more stable and less prone to *population* turnover. We explained that by the fact that their members are never sanctioned and thus, never excluded. However, the *social impact theory* explains that such *population* never exists in real settings. *Ash* [1] reported in his experiences a proportion of 80% of *compliant* individuals in real life settings. In the light of that, we make use, in this simulation, of *population 3* and *population 4* which possess different proportion of *compliant* solvers in order to see if these communities are able to maintain positive dynamics in presence of non-compliant agents. The results showed that *communities* stability is positively affected by the amount of *compliant* agent composing the population. This result also reinforced the findings of the previous section in the sense that the propensity of *solvers*
to comply with the collective policies of their communities affects significantly the stability of their communities.

**Hypothesis 4** Here we hypothesize that *The agents ability to make evolve their collective policies affects positively the dynamics of these communities.*

In previous sections, *population 5* reveals to be the *population* sample having the most stable communities. However, the experiments conducted in these sections showed also that this population was not so idyllic as one could expect. As discussed so far, a *solver* can leave a community because it has been *excluded* after having violated the collective policy, or because of a too restrictive or a too permissive collective policy. The first situation is not relevant for *population 5* as the *solvers* of this population never violate their collective policies. Thus, the solely explanation that we can defend is that these *solvers* leave their communities because they enter in conflict with the *collective policies* in use in their communities. It is this issues that we will investigate in this section. Our objective is to see whether putting in place the complete *social influence* micro-macro (top-down and Bottom-up) loop will reduce the number of agents leaving their population, and thus participate in the improvement of communities stability.
For this purpose, we make use of population 6 and population 7 aforementioned. These populations correspond to, respectively, population 4 and population 5 in which the evolution features have been activated. So the solvers of both populations are able to trigger evolution of the collective policies of their communities. The results of these populations are plotted in Figure 9. As shows in Figure 9, after allowing solvers to change their collective policies, the number of communities in population 4 (6 in this evaluation) had risen above 30, while this number exceeded 35 for population 5 (7 in this evaluation). These results showed that populations in which only 80% of complying solvers reveal to be able to have as much stable communities as communities which members were 10% complying.

The analysis of the above results in terms of communities size revealed that the evolution feature reduces substantially the members turnover. Surprisingly, population 6 (former 4) was even able to perform better that population 5 as the average population of each community was almost as good as in population 7. While, our experiments do not allow to explain these effects, we thinks that the ability of solvers to adapt their collective policies makes improves their stability. This stability participates in the growth of the size of these communities, and makes these communities scale.

Fig. 9. Evaluation of Hypothesis 4
In sum, based on the above evaluation, we assume that evolution has a positive impact on the stability and even scalability of virtual communities. These results confirmed also the benefit of applying social influence theory to trust management as socially compliance solvers tend to form more stable and bigger communities.

5 Conclusion

We studied the impact of a so called collective and socially-aware management of trust within self-organized and self-governed communities of agents. The principal objective of our study was to demonstrate the impact of such approach could have on the dynamics of the communities in term of number and size. To that aim, we first presented the model we used to adapt individual and collective policies. To build this model, we draw inspiration from social influence phenomena [52] observed by several sociologists in the context of the social influence theory [46, 1, 36, 28]. Furthermore, we defined a simulation scenario using open innovation paradigm in order to evaluate our approach.

The results that have been presented and discussed showed that by allowing agents to adapt their collective policies (i.e., evolution), we can significantly stimulate the dynamics of communities. We make the hypothesis that such a positive communities dynamics (i.e., increase in the number and size of populations) promote the stability of these communities and stimulate the collaboration.

Although our evaluations show that our approach has a reasonably positive impact on the dynamics, and hopefully the stability, of virtual communities, several questions remain open and motivate for further investigations. For example, a basic question is "what would be the impact of the model on populations composed of only malicious or selfish participants, or different mixtures of such profiles?". Indeed, in our experiments we showed that the ability of agent to adapt their collective policies affects positively the stability of these communities. However, we did not evaluate situations in which malicious members collude to make the collective policy less restrictive. We believe also that it is worth verifying if the benefits brought by our model do not have any negative counterpart in terms of performances or any impact on the efficiency of agents. Such questions call for further in depth evaluations to assess the performances of our model in different settings.
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